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Fig. 1. Example use cases for interactive information embedded under the surface of 3D printed objects. The information can be read using thermal imaging with temperature transfer by heating up or cooling down the object through thermal interaction, such as hand-warming for (a) hidden display with information both on and under the surface, (b) secure wearable ID for access control, or water-cooling for (c) 3D printed magic mug. We also show a novel user-activated augmented reality application using an interactive ArUco marker in (d), and a hidden PIN example for social activities (e.g., escape room) in (e).

We present a fully-printable method to embed interactive information inside 3D printed objects. The information is invisible to the human eye and can be read using thermal imaging after temperature transfer through interaction with the objects. Prior methods either modify the surface appearance, require customized devices or not commonly used materials, or embed components that are not fully 3D printable. Such limitations restrict the design space for 3D prints, or cannot be readily
applied to the already deployed 3D printing setups. In this paper, we present an information embedding technique using low-cost off-the-shelf dual extruder FDM (Fused Deposition Modeling) 3D printers, common materials (e.g., generic PLA), and a mobile thermal device (e.g., a thermal smartphone), by leveraging the thermal properties of common 3D print materials. In addition, we show our method can also be generalized to conventional near-infrared imaging scenarios. We evaluate our technique against multiple design and fabrication parameters and propose a design guideline for different use cases. Finally, we demonstrate various everyday applications enabled by our method, such as interactive thermal displays, user-activated augmented reality, automating thermal triggered events, and hidden tokens for social activities.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); Ubiquitous and mobile computing systems and tools; • Hardware → Emerging interfaces.

Additional Key Words and Phrases: Thermal imaging, 3D print, information embedding, near-infrared

1 INTRODUCTION

3D printing is becoming a pervasive tool for rapid prototyping and personal manufacturing [24]. Beyond its primary use case of creating physical shapes, integrating interactivity in 3D prints can further transform them from passive objects into functional components [10]. A fundamental function for an interactive 3D print is to carry necessary information to identify the object itself [23], represent its status [54], or recognize user input [50]. In short, embedding interactive information is an essential way to enable functionality for 3D prints.

A common approach to information embedding is simply placing a tag on the surface. For example, the tag can be encoded as a barcode pattern by varying the surface shapes [23] or colors of the 3D printed objects [40], or included as embossed geometrical patterns on the object’s surface [19, 22]. These methods, however, place constraints on the surface design and final aesthetics of the object, which are two fundamental elements in many applications for 3D printing [56]. To this end, there has been an increasing interest in embedding information inside the object (e.g., by altering the object’s inner structure [16, 39, 69]), leaving the surface design of the model unimpeded.

Existing methods, however, require a dedicated setup for printers, materials, or reading devices. In particular, the state-of-the-art techniques leverage high-end 3D printers (e.g., an expensive PolyJet 3D printer [39]), specialist reading devices that are not readily available (e.g., terahertz time-domain spectroscopy or THz-TDS [69]), or not commonly used materials (e.g., Infrared translucent PLA [16]). To date, we are yet to have an information embedding method that is truly ubiquitous and can be readily applied to existing 3D printing setups.

We present a novel technique for invisibly embedding information into 3D printed objects using low-cost readily-available FDM 3D printers and common materials (e.g., generic PLA, ABS, or TPU), without changing the printing process. To read the information, we leverage the varying thermal conduction rate within a 3D print, which also reveals new interaction opportunities with the printed objects. In particular, the information under the surface can be retrieved using a thermal camera that is becoming mobile nowadays, after applying a thermal interaction to the surface by either warming up (e.g., by hand-warming, as shown in Figure 1a, b, d and e), or cooling down the surface (e.g., by chilled water, as shown in Figure 1c). In addition, we show that our method can also be generalized to the alternative near-infrared imaging method that is useful for more application scenarios.

In summary, we highlight the following contributions of this work:

• Method: We present a new technique to embed information into 3D printed objects that is fully printable. Compared with previous techniques, our approach takes advantage of low-cost 3D printers and materials that are commonly available, making the technique more readily applicable to be readily applied to existing 3D printing settings. The information can be retrieved by either thermal imaging through thermal interactions, or conventional near-infrared imaging. Both imaging methods are starting to appear in consumer mobile devices (e.g., in an off-the-shelf smartphone [5], a rooted Android phone [21], enabling a readily-available and mobile approach to read the hidden information.
• Design and evaluation: To enable rapid deployment of our approach, we provide a detailed design pipeline and fabrication techniques without adding significant complexity to a typical 3D printing process. We also provide comprehensive evaluations against key fabrication parameters. Based on the evaluation results, we also provide detailed design guidelines for designers to identify suitable parameters such as the material, color, information depth, and imaging method.

• Application: We show that our method enables novel applications compared to previous work. In particular, our technique utilizes thermal interactions that can bring more interaction opportunities [49, 70]. We demonstrate various use cases including two-layered interactive display, user-activate augmented reality, thermal-triggered automation, and hidden tokens for social activities. We also envision that our method can be adopted in education, healthcare, industry and other domains.

2 RELATED WORK

2.1 Embedding Information in 3D Prints

On the surface. An intuitive way to embed information in an object is to attach a label to the surface. For 3D printed objects, such a label can also be printed as a part of the design or fabrication process. The main use case for labeling is to automatically identify the object itself (i.e., machine-readable information). For example, Ettehadi et al. presented a method to embed markers with various shapes on the surface of a 3D print, the markers can then be decoded for retrieving the model information using a camera [19]. However, such design constrains the surface aesthetics and even functionality by changing the surface geometry (e.g., embossing). Alternatively, LayerCode shows a scheme to embed optical barcodes by varying the colors of different layers, using a dual-extruder (dual-color) 3D printer [40]. A further study by Takahashi et al. shows that this task can also be achieved using a single-extruder 3D printer using programmable filament programmable filaments [63]. Their work can be extended to multi-color scenarios for embedding more complex information. Nevertheless, both methods also alter the appearance of the whole object, which limits the surface design – a key feature for 3D prints.

The authors of LayerCode further demonstrated a method to make the information invisible, however, requiring a customized material mixed with near-infrared dye and a modified 3D printer [40]. Such a method may not be practical as it cannot be readily applied to common 3D printers. To address this issue, Delmotte [15] proposed a less restrictive method by varying the surface layer thickness. The authors developed a tool to manipulate the G-Code for tagging a 3D printed object on the surface. Yet, the area with the tag resembles printing flaws, and may be removed by daily use (e.g., tearing or wearing) or during post-processing (e.g., polishing).

Even though ‘on-the-surface’ methods are rather convenient and intuitive for both embedding and reading, there are several important drawbacks. In short, such methods can alter the appearance, shape or functionality of the object, and are less robust in long-term, making the methods less practical for everyday use.

Under the surface. In contrast, embedding information under the surface does not compromise the external design of the object, while also being more enduring. A common approach involves embedding electronics such as an RFID tag (e.g., [24, 60]) or a conductive layer (e.g., [14, 47, 61]), inside a 3D printed or digitally fabricated object. However, such a method requires additional materials and procedures to perform embedding, while the materials may not be readily available, and fully printable electronics are not currently feasible [18].

Alternatively, previous works show several fully printable methods for embedding information under the surface. In particular, Li et al. presented AirCode, a technique to embed a QR-Code like pattern under the surface of a 3D printed object [39]. The code can be printed using a commodity 3D printer with well-designed cavities inside the 3D model. However, AirCode requires a high-end 3D printer (e.g., Stratasys Eden260V, costs tens of thousands USD), post-printing assembly, and a dedicated reading setup that is not mobile (a monochrome camera and a projector) [39]. Another similar work is InfraStructs [69], an information embedding scheme for layered structures, allowing the embedding of not only binary data, but also icons and text. However, their method is
also limited to the high-end PolyJet 3D printers, and also requires a high-end reading setup using a THz-TDS (TeraHertz Time-Domain) device for imaging.

A more ubiquitous method is to use the low-cost and readily-available FDM 3D printers [56]. A promising approach is to use special or not commonly used 3D print materials that can be visualized by a corresponding imaging device. For example, a previous study showed an information embedding method using a near-infrared fluorescent dye. The information can then be read through near-infrared imaging [58]. Similar works include using near-infrared translucent PLA [16], or metal-infused PLA with thermal imaging [57], which are not commonly used materials. The requirement of such materials makes those approaches less practical in an everyday 3D printing setup.

2.2 Embedding Interactive Information in 3D Prints

Besides information, it is also very useful to embed interactivity in 3D prints [10, 51]. For example, Harrison et al. proposed a notch pattern to embed interactive information on a 3D printed object’s surface. The information can be retrieved through a swipe interaction to generate a complex sound, which is then recorded by a microphone and decoded to a binary ID [23]. Similar work using a comb-like structure was presented by Savage et al. [50]. Further, Li et al. proposed an approach to embed acoustic tags into 3D prints by optimizing the structure of primitives [38]. The tags can be read using a customized smartphone app in an interactive way by analyzing the sound after tapping the object. Beyond acoustics, Iyer et al. demonstrated a backscattering system that enables wireless analytics for 3D printed objects [27]. The authors embedded antennas that can be switched on or off using a sophisticated mechanical design, triggered by user interactions. The information can then be captured by reading the signals backscattered by the antennas.

Beyond wireless signals, researchers also show other practical methods for embedding interactivity in 3D prints. For example, Getschmann et al. demonstrated an approach to embed topological markers on 3D prints for pose estimations [22]. Similar tasks can also be achieved by embedding markers under the surface using the aforementioned near-infrared translucent materials [16]. Moreover, Miyatake et al. demonstrated that markers such as QR-codes can be embedded with food 3D printing to improve food interactivity and traceability [43]. Other works for embedding interactivity include enabling touch surfaces using a conductive 3D printer material (e.g., conductive ABS) [53], sensing tilting and motion using embedded liquids [52, 54], and empowering tangible interactions using conductive footprints that can be recognized by a touchscreen [55]. Nevertheless, existing works for integrating interactivity to 3D prints either constrain the surface design, or require a dedicated setup such as high-end or customized 3D printers, or not commonly used materials.

2.3 Mobile Thermal Imaging in HCI and UbiComp

Our work utilizes thermal imaging (mid-far infrared) for reading embedded information through thermal interactions, and can be generalized to near-infrared imaging scenarios. There are increasing mobile devices for either thermal or near-infrared imaging nowadays (e.g., smartphones with thermal [5] or near-infrared [21] imaging function), which enables more applications that can provide many opportunities in HCI and UbiComp communities, such as estimating cognitive load [9], proximity sensing for social activities [45], reducing medication errors [33, 34], shape-changing objects using a customized heat-expanding material [31], and sensing beverages and alcohols [28, 41].

In particular, we focus on the thermal interaction techniques that have been shown to have many benefits in previous studies. For example, Shirazi et al. demonstrated an in-air gesture recognition system using thermal imaging [49]. The gestures can be performed beyond the field-of-view of the camera utilizing thermal reflections. Furthermore, Abdelrahman et al. investigated how thermal interactions can be affected by different materials including glass, tile, MDF and aluminum [8]. In addition to conventional thermal cameras, recent studies also
show that mobile devices can be used for thermal interactions (e.g., a wearable device such as ThermalRing [70]). Besides gesture recognition, thermal interactions can also be used for other scenarios, such as inferring PIN code or secret pattern for user authentication [7], estimating cognitive load [9], or understanding thermal behaviors of smartphones [32].

Nevertheless, previous studies focus on residual heat patterns after the user interacts with a surface, which does not include a pre-defined pattern (e.g., embedded information) that allows further development for broader application scenarios. To better exploit the advantages and opportunities of mobile thermal imaging, it is necessary to develop a system to enable embedding a pre-defined pattern that can be read through thermal interaction. In particular, our work aims to embed interactive information into a 3D printed object, which expands the design space and application scenarios for interactive 3D prints using mobile thermal imaging.

3 METHOD OVERVIEW

In this section, we describe our method to embed information under the surface of 3D printed objects. The embedded information itself is printable as part of the printed objects, and cannot be directly seen to the eye. In particular, we outline the principle and the method for designing, reading and fabrication.

3.1 Design Principles

We aim to embed information that cannot be directly seen by the human eye. Fundamentally, the information is hidden under the surface that is opaque to visible light, while can be revealed through other imaging methods. In this paper, we leverage thermal imaging to read the hidden information in an interactive way. In principle, we utilize the intrinsic thermal properties of common 3D printing materials (e.g., PLA, ABS, or other plastic materials). In particular, our method is based on the following two principles:

**Principle 1 – 3D print infills**
For FDM 3D printers, it is common to have non-solid infills, i.e., the inner structure of an FDM 3D printed object is not fully filled by the 3D printed material. In practice, only surface layers (top, bottom and perimeters) are solid-printed, while the inside of the object consists of many "cavities" constructed by an infill pattern and filled by air (e.g., a honeycomb-like structure). This is primarily for the trade-off between the printing speed and mechanical strength of a 3D print.

**Principle 2 – thermal conductivity**
We then consider the rate of heat flow as formulated below

\[
\frac{Q}{\Delta t} = -kA \cdot \frac{\Delta T}{\Delta x},
\]  

(1)
where \( Q \) is the net heat transfer, \( \Delta t \) is the time taken, \( k \) is the thermal conductivity, \( A \) is the heat emitting area, \( \Delta T \) is the temperature difference and \( \Delta x \) is the material thickness. For different materials, the thermal conductivity \( k \) varies. Especially, considering those “cavities” (air) as one material, we can find that most 3D print materials have very different thermal conductivity than the “cavities” (e.g., \( k_{\text{PLA}} \approx 0.45 \text{ W}/(\text{m} \cdot \text{K}) \), \( k_{\text{ABS}} \approx 0.443 \text{ W}/(\text{m} \cdot \text{K}) \), \( k_{\text{air}} \approx 0.03 \text{ W}/(\text{m} \cdot \text{K}) \)) [1, 2].

**Information embedding and reading process**

Based on these two principles, we propose an information embedding and reading method based on thermal imaging. As illustrated in Figure 2, a “1-bit” information is embedded under the surface of a 3D printed object. Compared to the “no info” case, the “1-bit” information is solid-printed with the 3D print material. The information can then be revealed by thermal imaging with a thermal interaction. We further distinguish the imaging process into the following four states:

1. **Normal state**: At first, the information is hidden in thermal imaging as the surface temperature is uniform in a normal state.
2. **Heat transferred**: To read the information, a thermal interaction action is required to apply a heat transfer to the surface of an object (either warm-up or cool-down). The information is still hidden at this state.
3. **Heat permeating**: After the thermal interaction, the heat flows from that surface down into the object (or vice versa for a cool-down interaction).
4. **Information revealed**: Since the thermal conduction rates (3D print material vs. cavities) are different under the surface, the heat permeates at different speed, resulting in a thermal pattern (temperature difference) as a projection of the information model on the surface. The thermal pattern can then be read through thermal imaging.

In this paper, we evaluate reading embedded information using a thermal camera (with wavelengths 8 \( \mu \text{m} \) – 14 \( \mu \text{m} \), mid-far infrared). We then validate and demonstrate various applications in practice using an off-the-shelf smartphone integrated with a thermal camera (Section 7). We also provide a comprehensive design guideline for different use cases (Section 8.1), with a supplementary video for the demonstrated applications.
3.2 Design Pipeline

Based on the design principle, we now show our design pipeline in Figure 3. In this paper, we use Autodesk Fusion 360 [3] as the 3D modeling tool, without requiring any modification or plugin. Thus, the pipeline can also be applied to other 3D modeling software. The whole design pipeline includes three steps:

1. **Object modeling**: Model or import the desired object.
2. **Information modeling**: Model the necessary information (e.g., letter "A"). The information should be sketched and extruded as a 3D object.
3. **Information Embedding**: Embed the information model inside the object model. Here, we embed the model for "A" into the object. Then the object model is subtracted by the "A" model, while keeping the "A" model in place. In Fusion 360, this can be achieved by invoking the "combine" command. For a mesh editor software, this can be achieved with "subtractive boolean" (e.g., Blender [4]).

The designed model must be exported individually. In Fusion 360, the export option is “one file per body” for fabrication. This allows the slicing software to have different settings (such as materials) for the object model and the information model. For example, we demonstrate the fabricated object in Figure 3 (d)-(f), where the object is printed using PLA-Blue, while the information model is printed using PLA-White. We note that color does not impact the thermal property, here we use different colors for highlighting the information model.

3.3 Fabrication Techniques

Finally, we propose a fabrication technique using the 3D models exported from the design pipeline above, as illustrated in Figure 4. Conventionally, the object model and the information model are sliced separately, leaving an infill gap between the object’s surface and the information model (Figure 4b). In consequence, the heat is insulated by this gap, and thus, cannot permeate and yield a thermal pattern that represents the embedded information. Therefore, the fabrication process needs to be adjusted to ensure that the object’s surface layers and the information model are integrated with solid printing. This can be achieved by one of the following two techniques:

1. **Surface-join**: As illustrated in Figure 4 (c), the “surface-join” denotes the surface layers of the object and the embedded information model are joined together. In slicing software, this is achieved by thickening the top or bottom layer of both the object model and the information model. This enables the thermal conduction between the object’s surface layers and the information model.
2. **Surface-fill**: As illustrated in Figure 4 (d), the “surface-fill” denotes the surface layers of the object are filled until the top of the 3D model representing the information. In slicing software, this is achieved by thickening the surface layer of the object model only.

In the slicing software, the "surface" layers include top layers, bottom layers and perimeters (i.e., shells). These layers may need to be thickened with embedded information. For example, if there is information beneath the
Fig. 5. Example for the “surface-join” fabrication method. The information is embedded on the bottom surface. Layer height is 0.18 mm, optimized for the 3D printer we used.

As an example, we show the slicing software outputs between Layer 3 (innermost surface layer) and Layer 6 (information depth $d = 1$ mm) in Figure 5. Specifically, Layer 1 - 3 are solid-printed as surface layers of the object model, while Layer 4 - 6 are solid-printed as surface layers of the information model (refer to Figure 4(c)), the rest of the layers are fabricated as the normal printing process. We also refer to our supplementary video which includes demonstrations with a complete printing process.

As a generalization scenario, we will also how our method can be applied to conventional near-infrared imaging using the “surface-fill” technique (Section 5). We provide comprehensive design guidelines for both fabrication techniques in Table 2. We would like to highlight that our method does not require hardware or software modifications, or add significant complexity to the normal 3D printing process, making it easily applicable to existing 3D printing settings.

4 EVALUATIONS FOR INFORMATION EMBEDDING AND READING

Next, we evaluate our information embedding method to understand its limitations including both information reading through thermal interaction and fabrication parameters.

4.1 Samples

For systematic evaluation, we adopt information encoding conventions previously used in literature [39, 69], and consider a 4 x 4 binary matrix as the embedded information. Such a matrix can also be considered a bitmap for non-binary data. The binary matrix is randomly generated, with 8 bits being 1s and the other 8 being 0s, with the top-left bit fixed as 1 as the anchor bit (Figure 6). The matrix is embedded into a cube with dimensions
\(W \times D \times H = 30 \times 30 \times 15 \text{ mm}\). The samples are illustrated in Figure 6. In addition, to test the fabrication parameters, we then 3D print the sample with different settings, including:

1. **Information depth (d):** The minimal distance between the surface and the information surface. As illustrated in Figure 4.
2. **Information density (X):** The block size (i.e., the size of each bit or pixel) in the matrix, measured by \(\text{mm per pixel}\).
3. **Infill percentage:** The infill percentage of the model. Both printer’s heads use the same value. We vary the infill percentage as 10\%, 20\%, 40\% and 80\%, considering the use case of modeling, standard printing tools, functional tools and heavily used tools, respectively. We note that the 100\% infill case is very rare in practice and does not impact our results (detailed below).

For fabrication, all samples are printed using a low-cost off-the-shelf dual-head FDM 3D printer (FlashForge Creator Pro 2\(^1\)). Both the information model (i.e., the matrix) and the object model (i.e., the cube) are printed using generic off-the-shelf PLA filaments. For better illustration, we use black color for the object model and white color for the information model. We note that color does not impact the results for thermal imaging as they have similar thermal properties [2]. We also refer to Section 6 and Section 7 for validation and application demonstration. Other parameters are fixed for feasibility and consistency (for example, we chose the honeycomb infill pattern, and set the information height to 1 mm, as we consider these parameters as negligible).

### 4.2 Reading Process

We first perform a heat transfer onto the surface of an object embedded with information. The information is revealed when the heat dissipates into the under-surface layers of the object. We record the whole process using the thermal camera and save the data as CSV files, at the fastest rate specified by the thermal camera software (5 - 7 frames per second).

Due to the lack of application programming interface (API) access to the thermal smartphone (e.g., acquiring raw data), we evaluate the performance using the Optris Xi 400\(^2\) thermal camera. It is worth noting that the main specification differences between a mobile thermal camera and a high-end thermal camera are temperature range (-20 – 1500°C vs. -20 – 120°C), which is unnecessary for our use cases, and resolution (382 × 288 vs. 160 × 120), which can be mitigated by super-resolution as already integrated into thermal smartphones (as demonstrated in Figure 22 and 23 using an off-the-shelf thermal smartphone).

For decoding, we adopt a two-stage decoding process to read the binary data. The first stage aims to search and crop the cube area that has a different temperature than the background. The second stage is to detect and decode the binary matrix that has a different temperature than the cube area. For each stage, we apply Ostu’s binarization followed by contour detection [46]. We adopt this two-stage process for two reasons: 1) The thermal conditions may vary rapidly; 2) The temperature difference between the binary matrix and the cube surface is relatively small, in contrast to the temperature difference between the cube surface and the background.

A demonstration of thermal imaging and decoding results are shown in Figure 7 (top). We note that the steps above are only for evaluation purposes. In practice, this may not be required for human-readable non-binary information as it does not require decoding (e.g., board game token or interactive display, as we demonstrated above).

### 4.3 Data Collection

We first test the imaging results at different temperature conditions. To avoid interference from other parameters, we maintain constant information depth, information density (size), and infill percentage as 1 mm, 5 mm, and 10%\(\text{mm}\), respectively. The samples are illustrated in Figure 6. In addition, to test the fabrication parameters, we then 3D print the sample with different settings, including:

1. **Information depth (d):** The minimal distance between the surface and the information surface. As illustrated in Figure 4.
2. **Information density (X):** The block size (i.e., the size of each bit or pixel) in the matrix, measured by \(\text{mm per pixel}\).
3. **Infill percentage:** The infill percentage of the model. Both printer’s heads use the same value. We vary the infill percentage as 10\%, 20\%, 40\% and 80\%, considering the use case of modeling, standard printing tools, functional tools and heavily used tools, respectively. We note that the 100\% infill case is very rare in practice and does not impact our results (detailed below).

For fabrication, all samples are printed using a low-cost off-the-shelf dual-head FDM 3D printer (FlashForge Creator Pro 2\(^1\)). Both the information model (i.e., the matrix) and the object model (i.e., the cube) are printed using generic off-the-shelf PLA filaments. For better illustration, we use black color for the object model and white color for the information model. We note that color does not impact the results for thermal imaging as they have similar thermal properties [2]. We also refer to Section 6 and Section 7 for validation and application demonstration. Other parameters are fixed for feasibility and consistency (for example, we chose the honeycomb infill pattern, and set the information height to 1 mm, as we consider these parameters as negligible).

### 4.2 Reading Process

We first perform a heat transfer onto the surface of an object embedded with information. The information is revealed when the heat dissipates into the under-surface layers of the object. We record the whole process using the thermal camera and save the data as CSV files, at the fastest rate specified by the thermal camera software (5 - 7 frames per second).

Due to the lack of application programming interface (API) access to the thermal smartphone (e.g., acquiring raw data), we evaluate the performance using the Optris Xi 400\(^2\) thermal camera. It is worth noting that the main specification differences between a mobile thermal camera and a high-end thermal camera are temperature range (-20 – 1500°C vs. -20 – 120°C), which is unnecessary for our use cases, and resolution (382 × 288 vs. 160 × 120), which can be mitigated by super-resolution as already integrated into thermal smartphones (as demonstrated in Figure 22 and 23 using an off-the-shelf thermal smartphone).

For decoding, we adopt a two-stage decoding process to read the binary data. The first stage aims to search and crop the cube area that has a different temperature than the background. The second stage is to detect and decode the binary matrix that has a different temperature than the cube area. For each stage, we apply Ostu’s binarization followed by contour detection [46]. We adopt this two-stage process for two reasons: 1) The thermal conditions may vary rapidly; 2) The temperature difference between the binary matrix and the cube surface is relatively small, in contrast to the temperature difference between the cube surface and the background.

A demonstration of thermal imaging and decoding results are shown in Figure 7 (top). We note that the steps above are only for evaluation purposes. In practice, this may not be required for human-readable non-binary information as it does not require decoding (e.g., board game token or interactive display, as we demonstrated above).

### 4.3 Data Collection

We first test the imaging results at different temperature conditions. To avoid interference from other parameters, we maintain constant information depth, information density (size), and infill percentage as 1 mm, 5 mm, and 10%\(\text{mm}\), respectively.
respectively. Furthermore, considering a practical scenario, we keep the 3D printed object at room temperature ($T_0 = 27 \pm 2^\circ C$). We note that the main factor for thermal imaging is the temperature difference between the 3D printed object (close to room temperature) and the object for heat transfer. In our case, we prepare four palm-sized bags of sand (made of 100% cotton calico) at four temperature conditions: "cold" ($T_{\text{cold}} = 10 \pm 2^\circ C$, $\Delta T_{\text{cold}} = -17^\circ C$), "cool" ($T_{\text{cool}} = 20 \pm 2^\circ C$, $\Delta T_{\text{cool}} = -7^\circ C$), "warm" ($T_{\text{warm}} = 40 \pm 2^\circ C$, $\Delta T_{\text{warm}} = +13^\circ C$) and "hot" ($T_{\text{hot}} = 50 \pm 2^\circ C$, $\Delta T_{\text{hot}} = +23^\circ C$). The sandbags were heated overnight for 12 hours in a temperature-controlled warm-cool dual-mode car fridge to ensure the desired temperature was reached. The temperature errors are caused by the highly dynamic nature of heat dissipation and measurement errors of the thermal camera. Each sandbag is then placed and pressed on top of the cube for three seconds to ensure even and sufficient contact (the surface under which the matrix is embedded). The whole process is recorded by the thermal camera for 60 seconds, resulting in around 360 frames collected per condition (varies due to the thermal imaging software).

In addition to the four above-mentioned controlled conditions, we include an example for practical use – using a hand to warm up the cube to reveal the information. Because hand temperature varies for different people at different times of the day [71], we first regulate the hand temperature using an air-activated hand warmer. The regulated hand temperature is $T_{\text{hand}} = 35 \pm 2^\circ C$ ($\Delta T_{\text{hand}} = +8^\circ C$), which is within the normal human temperature range [25]. In practice, instead of using an air-activated hand warmer, this step can be done in other ways, e.g., through hand rubbing. Alternatively, if the environmental temperature is warm (e.g., > 30°C), the information can be revealed by cooling down the object (evaluated in Figure 7f, and validated with a demonstrated in Figure 22).
4.4 Reading Window

For each frame, the decoding algorithm is executed to detect the binary matrix and calculate the accuracy as the number of bits correctly retrieved divided by 16. Since the thermal camera is very sensitive and requires continuous calibration while recording (performed automatically), a few frames are corrupted before or during calibration [48]. We exclude those corrupted frames by removing the outliers with performance below the 0.2 quantile. We note this phenomenon does not impact the practical use of the camera as it only affects the frames imminent to the calibration.

Finally, we calculate the reading window lengths as the duration of error-free decoding (when accuracy = 1.0). The results are shown in Figure 7. As an example, we demonstrate the reading process using the hand-warming condition as a practical use case. Evaluation results for all conditions are included in Figure 8. We observe that under all conditions, the embedded information can be successfully read immediately after heat transfer. The maximal error-free reading window length is 12 seconds after the sandbag leaves the surface of the cube, achieved by “cold”, “cool” and “warm” conditions. The reading window lengths for “hot” and “hand” conditions are 9 seconds and 8 seconds respectively. This may be caused by the variation of heat dissipation under different conditions [12]. In particular, the heat dissipates faster with larger temperature differences, considering the thermal conductivity does not change significantly after the object is printed. In particular, the heat dissipates to both the ambient air and into the 3D object.

4.5 Fabrication Parameters

Infill percentage. We further test the thermal imaging at different infill percentages. The initial thermal transfer is applied by hand-warming. Our reading succeeds at the infill percentage of 20% and fails at 40%. To further determine the optimal infill percentage, we then test the reading at 30% infill percentage. The result shows that the 30% infill is marginally readable with a very short reading window. Therefore, we consider 20% as the maximum infill percentage for optimal reading outcomes. The result is expected because a higher infill percentage acquires more heat. The more heat dissipates to the infill prints, the smaller the temperature difference is between the areas embedded with the information model and those without, yielding more blurred thermal images. The results are shown in Figure 9.

Infill pattern. We then test our method considering different infill patterns, with a fixed infill ratio at 20% and hand-warming for thermal transfer. The results show negligible differences for different infill patterns (Figure 10). In principle, unlike other works that involve thermal transfer (such as [36]), we utilize the differences of thermal conductivity between the surface layers (solid-printed) and the inner layers (infilled). As the thermal conductivity of the inner layers is affected by the combination ratio of 3D printer material and the air (i.e., infill ratio), the infill pattern does not significantly affect the thermal imaging outcomes.

\[\text{Rate of heat flow} = -kA \cdot \Delta T / \Delta x,\] where \(k\) is the thermal conductivity, \(A\) is the heat emitting area, \(\Delta T\) is the temperature difference and \(\Delta x\) is the material thickness. In our experiments, \(\Delta T\) varies.
Fig. 9. Illustration of thermal imaging with different infill percentages. The optimal reading result is achieved with infill \( \leq 20\% \). The figure on the right shows the accuracy in time for both 20\% and 30\% infill percentages.

Fig. 10. Illustration of thermal imaging with different infill patterns. The reading succeeded with all four infill patterns. The figure on the right shows the reading window for infill pattern tests.

**Thermal imaging**

**Image processing and information reading**

Fig. 11. Illustration of thermal imaging results for information density = 4 mm. The information can only be partially retrieved.

**Information density and depth.** Our reading fails at higher information density or greater depth (information density \( X = 4 \text{ mm per pixel} \) and depth \( d = 2 \text{ mm} \)). However, as we only consider perfect decoding as success, the information can still be recognized and partially decoded. Similarly to the infill case, this is limited by the principle of heat dissipation. For a higher information density, the infill prints take relatively more heat.
Likewise, for the information in a greater depth, the heat dissipates through a longer path to the information model, resulting in more heat loss and fewer temperature differences between areas embedded with information and those without. The results for information density $X = 4 \text{ mm per pixel}$ and depth $d = 2 \text{ mm}$ are illustrated in Figure 11 and 12 respectively.

5 GENERALIZING TO NEAR-INFRARED IMAGING

In this section, we describe and evaluate how our technique can be generalized to near-infrared imaging. This also further expands our design space for additional use cases. We highlight that as the reading process is static (i.e., the information is always revealed under near-infrared imaging), it has different use cases than the thermal imaging-based method (demonstrated in Section 7).

5.1 Design Principles with Near-Infrared Imaging

For near-infrared imaging, the information embedding structure is similar to thermal imaging (Section 3.1). However, fundamentally, the physical principle for reading is different. As illustrated in Figure 13 (left), the object is fabricated with two different materials. The information model is printed using a high-reflective material, while the object model is printed using another material that can be penetrated by near-infrared. In particular, we consider the following principle:

**Principle 3 – Beer-Lambert Law for 3D prints**

Recent studies show that generic 3D print materials (e.g., PLA) can be penetrated by near-infrared for several millimeters [30], especially for colored materials (e.g., red or blue PLA). For validation, we first measured the reflectance and transmittance of multiple 3D print materials with different colors – PLA-White, PLA-Color (Red),
PLA-Color (Blue) and PLA-Black, following the method in literature [30]. According to the Beer-Lambert Law [62], the reflectance (denoted as $R$) and transmittance (denoted as $T$) are defined as follows

\begin{align}
R &= \frac{\Phi_r}{\Phi_i} \\
T &= \frac{\Phi_t}{\Phi_i}
\end{align}

where $\Phi_i$ is the intensity of incident light to the material, $\Phi_r$ is the intensity of reflected light by the material, $\Phi_t$ is the intensity of transmitted light after transmitting (penetrating) the material.

The results are shown in Figure 13 (right). We can observe that PLA-Black has very low reflectance and high absorbance, and thus cannot be used for near-infrared imaging. In contrast, PLA-Color materials (e.g., red and blue) are rather transmissive (translucent) with moderate reflectance, while PLA-white is highly reflective for near-infrared light. In consequence, we can use a colored PLA material for printing the object, and use PLA-White for embedding information under the surface. The near-infrared light can then penetrate the surface layers and retrieve the information under the surface by reflecting back to the imaging device.

**Design and Fabrication.** Based on the principle above, we use the same design pipeline as described in Section 3.2. We choose the “surface-fill” fabrication technique for information embedding with near-infrared imaging (Figure 4), for better hiding the information under the surface (see visibility test in Section 1). We would like to highlight that, unlike existing works, we use off-the-shelf generic 3D print materials (PLA). This alleviates the issue of acquiring special materials for information embedding, making our method truly ubiquitous compared to other methods.

5.2 Near-Infrared Imaging and Data Collection

As briefed in Section 3, the samples are 3D printed cubes with a $4 \times 4$ binary matrix embedded under the surface. The samples are printed using PLA-Blue (high transmissive) and PLA-White (highly reflective) for the object model and the information model respectively. For systematic evaluation, we referred to an open-sourced near-infrared imaging setup and developed a low-cost raster scanning device using a near-infrared scanner (DLP NIRscan Nano [26]) mounted on an xy-plotter controlled [30].

For scanning, we set the raster step size as 1 mm, and home the scanner to the pre-defined area. The scanning resolution is $24 \times 24$, resulting in 576 near-infrared spectra for each image. The scanner’s settings are identical to literature [28, 29, 33, 35] ($900 \text{ nm} - 1700 \text{ nm}$ wavelength range, $228 \text{ wavelength resolution}$, $7.03 \text{ nm}$ light pattern width, and 0.635 ms exposure time). As a result, the raw dimension for a near-infrared image is $24 \times 24 \times 228$. For imaging, the mean value of each spectrum is computed across the near-infrared wavelengths as the pixel value.

Then the image is normalized to the range between 0 and 255. To enhance the imaging quality, we further adopt a pre-trained deep-learning-based super-resolution model to upsample the image by four times [17], yielding a higher resolution of $96 \times 96$.

For decoding, a thresholding binarization and contour detection process is adopted (threshold = 0.4 of maximum value). Since the near-infrared reading is performed on the cube surface only, a two-stage decoding process is not required. Similar to the thermal imaging evaluations, we calculate the decoding accuracy as the performance for each condition.

---

4 Specific materials such as IR-PLA can be used for near-infrared imaging [16], however not commonly used.
5.3 Fabrication Parameters

**Information depth.** We first evaluate the reading accuracy at different information depths. The information density (block size) and infill percentage are fixed at 5 mm and 10% respectively. As aforementioned in Section 13, we use the “surface-fill” technique to fill the layers between the information model and the surface.

The results are shown in Figure 14. It can be observed that the image quality decreases as the depth increases. For decoding, we succeeded in reading the binary data until depth $d = 3$ mm. As scarce near-infrared lights penetrate deeper and reflect back ($d > 3$ mm), the images become too blurry to read. It is worth noting that the information is visible with depth $d = 1$ mm. Therefore, in practice, a depth $d \geq 2$ mm is preferred. We show more visibility tests in Section 6 and provide guidelines in Table 2.

**Information density.** Next, we test the information density by varying the block size of the information matrix. The information depth and infill percentage are fixed to $d = 2$ mm and 10% respectively. The results are shown in Figure 15. Our reading method can decode the data from block sizes as small as $X = 3$ mm. Although the matrix itself can be successfully detected until $X = 1$ mm, the decoding results are not perfect and the retrieved images are blurry.

**Infill percentage.** Further, we evaluate near-infrared imaging with different infill percentages. Aligned with the thermal imaging evaluation, we vary the infill percentages: 10%, 20%, 40% and 80%. The information depth and block size are fixed at $d = 2$ mm and $X = 5$ mm respectively. The results are shown in Figure 16. The imaging results are similar, with 1.0 reading accuracy for all conditions. This result confirms that the effect of the infill parameter is negligible for near-infrared imaging, as we use the aforementioned “surface-fill” technique for fabrications.
Color. In addition, we test the near-infrared imaging method using different colors. In particular, we vary the material color for the object (i.e., the cube) while keeping the color for the information body white. Five colors are chosen for testing: blue, gray, orange, red, and black. We demonstrate the results in Figure 17. For the non-black colors, the readings are all accurate. While for the black color, we cannot extract any information inside using near-infrared light.

In principle, the black material absorbs the majority of light (both visible and infrared), and reflects very little (Figure 13). This characteristic makes the black material ideal for information embedding using thermal imaging, as we tested above. In contrast, the non-black materials are in fact translucent. Furthermore, near-infrared light can penetrate deeper than visible light, as we clarified in Section 3. This characteristic makes non-black colors more suitable for information embedding using the near-infrared scheme.

6 VISIBILITY TEST TO THE HUMAN EYE
Finally, we test the visibility of information embedding using different colors, as we aim to embed information in an unobtrusive manner. For the visibility tests, the following samples are prepared, considering to be practical scenarios:

1. Thermal imaging samples: For thermal imaging, we fabricate the samples with information depth $d = 1 \, mm$, with the “surface-join” fabrication technique. The same material is used for both the information model (i.e., the matrix) and the object model (i.e., the cube).

2. Near-infrared imaging samples: For near-infrared imaging, we vary the information depth in $d = 1 \, mm$, $2 \, mm$ and $3 \, mm$. The information model is printed using PLA-white, while the object model is printed using different colors.
Table 1. Visibility test results for different samples.

<table>
<thead>
<tr>
<th>Color</th>
<th>Surface-fill (near-infrared imaging)</th>
<th>Surface-join (thermal imaging)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(d = 1 \text{ mm})</td>
<td>(d = 2 \text{ mm})</td>
</tr>
<tr>
<td>Blue</td>
<td>Visible</td>
<td>Invisible</td>
</tr>
<tr>
<td>Red</td>
<td>Visible</td>
<td>Invisible</td>
</tr>
<tr>
<td>Orange</td>
<td>Visible</td>
<td>Unobtrusive</td>
</tr>
<tr>
<td>Gray</td>
<td>Visible</td>
<td>Invisible</td>
</tr>
<tr>
<td>Black*</td>
<td>Invisible</td>
<td>Invisible</td>
</tr>
</tbody>
</table>

* The material is opaque in near-infrared; thus is only for thermal imaging.

For both thermal imaging samples and near-infrared imaging samples, we use the same color set above for the visibility test (i.e., blue, gray, orange, red and black). In total, (1 thermal sample + 3 near-infrared samples) \(\times\) 5 colors = 20 samples are fabricated for the visibility tests.

We classify the visibility into “visible”, “unobtrusive” and “invisible”, aligned with the literature [15, 39]. For classification, two researchers first label the samples independently. For the controversial samples, a third researcher is included to decide the final labels independently. The ground-truth information is provided for reference. All samples are inspected with a randomized sequence for each researcher in a well-illuminated office (illuminance > 350 lx). The results are shown in Table 1. We run a Cohen’s kappa test to measure the inter-rater reliability. The Cohen’s kappa coefficient \(\kappa = 0.76\), showed substantial agreement for the initial rating (3 out of 20 labels are controversial). For the samples printed by the “surface-fill” technique, we observe that the embedded information can be directly seen for depth \(d = 1 \text{ mm}\). Whereas the embedded information is invisible for depth \(d \geq 2 \text{ mm}\), except for the orange color (unobtrusive). For the “surface-join” case, only the black samples are invisible, while the blue and red samples are unobtrusive.

7 VALIDATION AND APPLICATION SCENARIOS

Our method enables various applications by embedding information inside 3D printed objects using off-the-shelf FDM 3D printers and filaments without requiring extra procedures (such as assembly) or software modifications. In this section, we validate our method in various application scenarios, including tagging 3D models and interactive thermal displays, following the design details in Section 3. We also demonstrate our application in the supplementary video.

7.1 Tagging 3D Printed Objects

Conventional tagging methods for 3D printed objects are usually performed on the object’s surface. Such a method can alter not only the appearance of the object but also constrains its shape or even functionality. Furthermore, we consider two types of tags, as detailed below.

**Human readable tags.** We first show human-readable tags that are intuitive and can be used for interactive information retrieval. As an application example, we show a gearbox with different gears that can be used for an educational activity. Our method could let students try and figure out the correct placement of the gears, whilst also embedding hidden information as hints for the students to read in case they need help.

In particular, we demonstrate a serial number tagging use case for different objects with similar designs, as illustrated in Figure 18. For comparison, we include examples using the most common conventional tagging methods: (a) Tagging on the surface using another color. (b) Tagging by extruding outwards. (c) Tagging by extruding inwards (like engraving). As shown in Figure 18(f) and (g), we include three gears composed in a
Fig. 18. Demonstration of different tagging methods by printings. The example is to 3D print a tag for a gear with the part number (01X). (a) The tag is printed on the surface using another color. (b) The tag is printed above the surface with extrusion upwards. (c) The tag is printed by extruding the tag inwards (like engraving). (d) The tag is printed under the surface. (e) The tag is read under the thermal camera for the object in (d) after the surface is warmed by hand. (f) Illustration of multiple gears with labels on the surface. (g) Illustration of malfunctioning gears tagged by extrusion in (b). (h) Illustration of visual contaminated tagged in (c).

Fig. 19. Demonstration of user-activated augmented reality with thermal interaction, using a thermal smartphone. An ArUco marker is embedded and can be activated through hand-warming. (Top: RGB camera view. Bottom: Thermal camera view.)

gearbox, tagged as "01X", "02X" and "01Y". Compared to other methods, our method is unobtrusive and does not affect the design functionality.

In addition, as our process does not add significant complexity and can be print-and-play, the parts can be readily replaced with different designs (e.g., different gears). This allows quick and easy maintenance or updates for existing systems.

**Machine readable tags.** We also demonstrate machine-readable tags that can be used as part of automated applications or processes. For example, we show a novel user-activated augmented reality application through thermal interactions using a thermal smartphone (Cat S62 Pro) in Figure 19. An ArUco marker is embedded under the surface and invisible to the RGB camera. The marker cannot be detected by the thermal camera in the normal
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Fig. 20. Examples of tagging 3D printed tools with binary data (near-infrared imaging), using common 3D printing materials. Embedded tags are robust for frequent and heavy use, compared to tags on the surface.

state. After hand-warming the surface, the ArUco marker is then revealed and detected through thermal imaging (i.e., the augmented reality feature is activated by user interaction). Compared to conventional visible ArUco makers, our embedded markers are interactive and do not constrain the surface design, which further expands the design space for augmented reality and other applications that involve machine-readable tags. In particular, our method allows users to selectively activate tags through thermal interaction. In a multi-tag scenario, this can enable more use cases, such as displaying specific models in an augmented reality application (e.g., showing a 3D model of an artifact after reading its history), or tracking a specified object (e.g., manipulating a selected object using a robot arm though hand-warming the object).

Near-Infrared Imaging. As an additional benefit, we also explore a different reading method with conventional near-infrared imaging methods, which can enable more use cases of our technique. Previous work uses dedicated materials to embed information into 3D prints that can be retrieved by near-infrared, demonstrating many successful applications including object identification, tracking, and virtual reality [16, 40]. Our work further extends their design spacing using common 3D printing materials that are more ubiquitous. As an example of object identification shown in Figure 20, a tool can be printed using common 3D printing materials (e.g., ABS or PLA) with different colors (e.g., red or blue). The objects have the same shape for the same functionality. Since a tool can be frequently and heavily used, tags on the surface can be easily damaged (e.g., due to scratching or abrasion). In contrast, our method embeds information under the surface and reduces the likelihood of causing damage to the tags, without compromising material selection.

7.2 Interactive Thermal Displays

Further, we demonstrate that our method can be used as interactive thermal displays that reveal information after users interact with the embedded information. In particular, we exemplify applications of thermal displays in art, health management, and social activities.

Interactive display with two-layer information for art design. One advantage of our method is that we allow surface design with information embedded inside the object (e.g., AirCode requires non-opaque surface paint for information reading [39]). In particular, we expand the design space of 3D printed objects with tags in different layers, i.e., a visible layer and a hidden layer through thermal interactions. This provides more possibilities for the visual design of 3D prints such as artworks.

As demonstrated in Figure 21, we show a 3D printed display with two-layer information. On the surface, a paper printed icon (a bus, which can be hand drawn) is attached and visible to the human eye. Under the surface, another icon (a house) is embedded and can be revealed after hand-warming the surface.
Thermal interaction trigger for health management. Our method can be used for automating processes triggered by a thermal interaction event. In addition, instead of warming up, we show how the tags can be revealed by a cooling down interaction, as illustrated in Figure 22. We design a thermal magic mug with two hidden tags embedded: “ABC” on a mug’s perimeter surface, and a barcode on the bottom surface, respectively. In particular, the perimeter surface is curved (i.e., a cylinder surface) to validate that our method can be applied to non-flat surfaces. The tags can be revealed by filling in the mug with chilled water. In particular, the barcode tag can be used as a hidden indicator of the “cold water-filling” event as a trigger, such as automatically recording the event as drinking activities for health management.

Also, compared to conventional tags (e.g., NFC or visible barcode) that are triggered by placing the tag close to the reader, an embedded tag is triggered by the actually water-filling event that is more refined. Furthermore, as the information is revealed in a short time (i.e., ~10 sec), it becomes challenging to counterfeit the information [11]. In addition, the tag is more robust as it is embedded inside the object without electronics, which can only be damaged if the object itself is torn down (e.g., electronics can be damaged by water, hence requiring a water-proof enclosure).

Hidden tokens for social activities. Our method can also be used in social activities such as escape rooms and board games, with temporal uncovered information. For example, objects with hidden tokens can be placed or installed in an escape room as concealed clues of puzzles. The token can only be read after interacting with the object while holding a thermal camera (e.g., recent smartphones are equipped with a thermal camera such as [5], or mobile thermal cameras such as [6]). As a demonstration, we show a personal identification number (PIN) code example using a thermal smartphone in Figure 23. The PIN code is embedded and 3D printed on a plate.
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Fig. 23. Example of hidden PIN code. Design: Four digits as the PIN code are embedded under the plate. Read: The PIN code is revealed under a thermal smartphone after hand-warming the 3D printed plate. Use case: In an escape room, players are required to find the hidden PIN code for the locker to acquire necessary items.

Fig. 24. Example of printable wearable ID using flexible material (TPU). Design: A binary ID is embedded in the band. Read: The ID can be read after hand-warming the band. Use case: The band can be used as a printable, secure, and robust user ID for access control (such as identifying registered gym users at the entrance).

The players have to reveal the PIN code using a thermal smartphone, after hand-warming the plate. The players can then open the locker with the PIN code to acquire necessary items for the escape room (e.g., physical keys to open other locks or doors).

7.3 Flexible Materials for Wearables

Previous work focuses on embedding information into rigid 3D printed objects. Here, we show that our method can enable applications using a commonly available flexible material – TPU (Thermoplastic Polyurethane). In particular, we demonstrate a use case of a printable wearable ID for access control, as shown in Figure 24. The ID can be revealed by hand-warming and read by a thermal camera at the entrance of the space that can only be accessed by registered users (e.g., gym, warehouse, or laboratory). Compared with conventional RFID or QR-Codes, our method is fully printable, robust, and can be easily customized. Furthermore, we envision that flexible materials can be used for haptic design, information compression, and food printing.

Haptic design. Our method does not alter the tactility of 3D printed objects using hard materials (e.g., PLA, ABS), as the bodies are quite rigid and do not deform with user interactions (i.e., users would feel the same as a rigid body regardless of information embedding). However, our method might change the tactile properties of 3D printed objects using the aforementioned flexible materials (e.g., TPU), as the objects printed with flexible materials can be easily deformed or bent by the users [44]. This feature could bring more interaction opportunities while considering tactile properties as a design aspect, allowing designers to create 3D-printed objects with unique patterns with specific haptics. For example, a furniture designer could embed hidden information into the surface of a 3D-printed chair, creating a textured pattern that enhances the tactile experience for the user. Furthermore, the hidden information can trigger a response based on the interaction (such as alerting an unhealthy sitting posture on the chair).

Information compression. Also, leveraging the elastic properties of flexible materials, the embedded information can be physically compressed. For example, the information bits can be printed with a 4 mm size, and can then be...
read by stretching the object to 5 mm for better accuracy with heat [31]. This can further improve the information density of our method, or improve the reading accuracy.

**Food printing.** Moreover, our method can also be adopted with edible filaments for food printing. Previous studies show a great potential for embedding information into 3D printed food that can be flexible [42, 43]. The information can be used to increase food interactivity to improve the eating experience and food traceability for identifying ingredients such as allergens.

### 7.4 Applications with Domain Knowledge

Overall, our method can be used for embedding information that is printable, interactive, secure and robust. We provide a method for designers and domain experts to implement their own applications based on their domain knowledge and scenarios.

For example, an **artwork designer** can embed a unique identification pattern (e.g., watermark) into their 3D printed pieces, allowing customers to verify the authenticity of the artwork using a smartphone app that detects the thermal signature. Similarly, a **manufacturer** can embed a serial number or a binary code into a 3D-printed part, allowing for easy tracking and maintenance.

In the field of **education**, a biology teacher can 3D-print organs or cells with hidden patterns showing their inner structure or function. Students can then use a smartphone with a thermal camera to interact with the models and learn more about the topic. Moreover, as the information appears for a short period, this could help increase students’ attention, and provide a more engaging and effective learning experience [20].

In the field of **healthcare**, a doctor can 3D-print a personalized prosthetic limb for a patient and embed hidden information about the patient’s medical history or specific needs into the design. This could help ensure that the prosthetic is properly fitted and provides the necessary support for the patient [68].

Also, considering an **industry** scenario, an engineer can utilize the thermal interaction as a trigger for maintenance. For example, many machinery or electronic failures involve abnormal temperature changes (e.g., overheating). Conventional methods using thermal imaging for fault diagnosis rely on a priori knowledge of the temperature distribution, which can be either recognized by an experienced expert or a dedicated machine learning model [37]. However, such a method can be challenging to generalize and also requires post-analysis to identify the extra cause of the failure. Our method allows us to both monitor a thermally triggered event and provides a “reference code” for such cases.

Overall, our method has broad applications across various fields by incorporating different domain knowledge, and we believe it has the potential to revolutionize the way information is embedded and accessed in a robust, interactive and ubiquitous manner in the future.

### 8 DISCUSSION

#### 8.1 Design Guidelines

We have systematically explored multiple ways of embedding information in 3D objects and provided a thorough evaluation of multiple parameters for fabrication and reading. Given our evaluation results, we now provide design guidelines for embedding information into 3D printed objects using an FDM 3D printer, as summarized in Table 2. In particular, with respect to different design aspects, we provide design spaces for different use cases.

**Design space.** From our results, we consider the following four dimensions for the design space:

1. **Material:** Which 3D printing material can be used? In principle, as described in Section 3.1, most common 3D printing materials with distinct thermal properties than the air can be used for our method. In particular, PLA, ABS, PETG, Nylon, PC and TPU have thermal conductivity values around 0.15–0.45 W/(m·K)) [59, 64], which are significantly higher than that of air with $k_{air} \approx 0.03$ W/(m·K).
Table 2. Guidelines of information embedding into 3D prints

<table>
<thead>
<tr>
<th>Design aspect</th>
<th>Design target</th>
<th>Design space</th>
<th>Examples / use cases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Appearance</strong></td>
<td>Visible</td>
<td>N/C Non-black</td>
<td>≤ 1 mm</td>
</tr>
<tr>
<td></td>
<td>Unobtrusive</td>
<td>N/C Non-black</td>
<td>1 mm &lt; d ≤ 2 mm</td>
</tr>
<tr>
<td></td>
<td>Invisible</td>
<td>N/C Non-black</td>
<td>2 mm ≤ d ≤ 3 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/C Black</td>
<td>d ≤ 1 mm</td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td>Non-functional</td>
<td>N/C Non-black</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td></td>
<td>Functional</td>
<td>N/C Non-black</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td><strong>Information density</strong></td>
<td>X ≥ 5</td>
<td>N/C Non-black</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/C Black</td>
<td>d ≤ 1 mm</td>
</tr>
<tr>
<td></td>
<td>3 ≤ X ≤ 5</td>
<td>N/C Non-black</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td><strong>Reading speed</strong></td>
<td>Instant</td>
<td>N/C Black</td>
<td>d ≤ 1 mm</td>
</tr>
<tr>
<td></td>
<td>Not instant</td>
<td>N/C Non-black</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td><strong>Tactility</strong></td>
<td>Hard</td>
<td>Rigid N/C</td>
<td>d ≤ 3 mm</td>
</tr>
<tr>
<td></td>
<td>Soft</td>
<td>TPU N/C</td>
<td>d ≤ 3 mm</td>
</tr>
</tbody>
</table>

N/C: Not constrained.

Rigid materials: PLA, ABS, PETG, PC, etc.

(2) **Color**: Which color of the material can be used? Fundamentally, material colors do not impact the information embedding or reading. However, as we tested in Section 6, certain colors are required to make the embedded information invisible with different information depths (as detailed in Table 2).

(3) **Depth (d)**: What is the information depth? As defined in Section 3, the information depth (d) refers to the distance between the surface of the object model and the top of the information model.

(4) **Imaging**: Which imaging method can be used? Our method is primarily used for thermal imaging while being compatible with near-infrared imaging. In practice, the imaging method selection depends on the specific design aspects as described below.

**Design aspects.** We cover five design aspects for embedding information into a 3D printed object as follows:

(1) **Appearance**: Whether the embedded information can be seen directly. For designs with appearance-related constraints, we recommend embedding information at a depth of $d \geq 2$ mm with colored materials (refer to the example application shown in Figure 20). Alternatively, if the design can be covered with a surface...
layer, or fabricated using a black material, the information depth should be $d \leq 1 \text{ mm}$ (refer to the example application in Figure 21).

(2) **Functionality: Whether the printed objects are functional.** A typical functional print requires a high infill density. Since for thermal imaging, the maximal infill percentage is 20%, we recommend using colored material incorporated with near-infrared imaging for embedding information into a functional printed object (refer to the example application shown in Figure 20).

(3) **Information density: Whether the embedded information requires high density.** For information density higher than $5 \text{ mm per bit}$ (or more than 4 bits per $1 \text{ cm}^2$, total number of bits = surface area / information density$^2$), we recommend the embedding technique with near-infrared imaging, using the “surface-fill” fabrication technique. In addition, a deep-learning-based super-solution method can further increase the image quality for high-density information (refer to Section 5).

(4) **Reading speed: Whether an instant reading is required.** For embedded information that requires instant reading, we recommend embedding information incorporated with thermal imaging. Also, a thermal camera is more ubiquitous compared to a near-infrared device (e.g., a mobile thermal camera [6] or a smartphone with thermal camera [5], refer to the example application shown in Figure 19, 22 and 23).

(5) **Tactility: Whether the 3D printed object is hard or soft.** For 3D printed objects with rigid bodies, rigid materials are required such as PLA, ABS, PETG and PC. For soft bodies, we recommend using TPU which is a commonly used flexible material for FDM 3D printers (e.g., wearables as demonstrated in Figure 24).

### 8.2 Limitations and Future Work

We note several limitations of our method, which need to be addressed in our future work and might further expand the design space and use cases.

**Thermal conduction theory:** Our experimental results show that we can successfully embed and read the information under the surface by leveraging the thermal properties of different materials. Although our design guidelines based on the results can be sufficient for many use cases, further theoretical studies can help refine the design space and improve the performance of the imaging outcomes. In particular, as more 3D printing materials become available, it can be beneficial to assist the design beforehand through theoretical analysis or simulations [67].

**Other Materials:** We validated our method with several commonly used materials for FDM 3D printers. In theory, materials with a thermal conductivity that is significantly greater than the air ($k_{\text{air}} \approx 0.03 \text{ W/(m \cdot K)}$) can be applied for information embedding using our method. Studies on specific materials (e.g., conductive PLA or ABS) may further enable additional applications such as multi-modal touch sensing [53, 55].

**Other 3D printers:** In this paper, we focused on FDM printers for their generality. Fundamentally, our method can also be applied to other 3D printing or digital fabrication techniques, including SLA (Stereolithography) 3D printers that are also readily available and low-cost nowadays. Moreover, previous work shows that incorporating multiple digital fabrication tools (e.g., laser cutting) can be a promising way to further expand the design space and accelerate the design pipeline [13].

**Information density:** The information density of our method is not very high (up to $3 \text{ mm per pixel}$). This limitation is mainly caused by the resolution of our imaging devices. As a complement, we utilized several computer vision algorithms to enhance imaging quality. In the short term, the issue can be alleviated by tuning and adopting new computer vision methods that evolved rapidly in recent years [65]. In the long term, as the hardware upgrades, the imaging quality improves, resulting in higher information density in the future.
Readability evaluations: Also, for the evaluation, we only included the binary case in a machine-readable way. For the texts and icons, the readability may vary among users. As we focus on the embedding technique in this work, it would be beneficial to run a user study for testing the readability of different information types.

Mechanical and tactile properties: In addition, as our method alters the standard fabrication techniques, which may potentially affect the 3D prints’ weight and mechanical properties (such as tensile strength, flexural strength and modulus of elasticity) [66]. Specifically, for flexible materials, such changes may affect the tactility of the objects. Further investigations including infill ratios and infill patterns regarding the mechanical and tactile properties can be explored. This can further bring design opportunities that involve haptic design and mechanical design.

More complex geometries: We tested how to embed information under flat and curved surfaces. In principle, our method can be applied to arbitrary surfaces for information embedding. However, further studies can be necessary for complex geometries due to the potential changes in heat flow. A potential solution is to run an FEA (Finite Element Analysis) to simulate the heat flow with information embedded using our method.

Mobile near-infrared devices: For near-infrared reading, the device we used is currently not mobile and unable to read non-flat surfaces (limited by xy-plotter). However, prior studies show that existing RGB cameras can be customized for near-infrared imaging, such as adding a long-pass near-infrared filter [40] or equivalent (e.g., a no-infrared filter camera with a visible light cutoff filter [16]). Nevertheless, such a setup has only been validated for special materials (e.g., infrared dyes or infrared-PLA). Hence, further customization and evaluations can be required using our technique.

Visibility test: In our visibility test, we evaluated five colors that are commonly available. In practice, designers can do a quick test following our protocol for their own materials with different colors. Nevertheless, a more thorough visibility test can be beneficial as a design reference. In addition, using transparent materials that are intrinsically unobtrusive may provide additional design space for information embedding.

9 CONCLUSION

In this paper, we presented a technique to embed information invisible to the eye inside 3D printed objects. The information can be integrated and printed with the object directly, using low-cost readily available dual-extruder FDM 3D printers and materials. For retrieving the information, we adopted and evaluated two sensors that are starting to appear on consumer mobile devices, namely thermal imaging and near-infrared sensors, respectively. Based on the evaluation results, we proposed design guidelines for embedding information for different scenarios. Applications include interactive thermal displays, user-activate augmented reality, and hidden board game tokens, with more use cases enabled by expanding the design space of digital fabrications with our method. Our work also enables a new way of interacting with 3D printed objects, showing more opportunities for thermal interactions with 3D printed objects.
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