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Victims, volunteers, and relief organizations are increasingly using
social media to report and act on large-scale events, as witnessed
in the extensive coverage of the 2010–2012 Arab Spring uprisings
and 2011 Japanese tsunami and nuclear disasters. TwitterA

Introduction
Social media refers to online communication between
users, often in the form of blogs, content communities, and
social networking sites [1], and it is becoming a prevalent
mechanism of interaction [2]. Advances in social media
and the adoption of mobile devices are transforming how
we experience and share news.

Twitter** [3] is a microblogging service that enables
its users to send and receive short messages, called tweets,
accurately match those obtained through traditional
data-collection methods [14, 15].
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content through a series of word clouds. The system also
incorporates pre-trained language-speci“c classi“ers to detect
messages containing speci“c information (e.g., reports of
infrastructure damage) and a map for geotagged tweets.
Likewise, Twitcident [29] is a Twitter “ltering and analysis
system that improves situation awareness during small-scale
crisis response, such as at music festivals and factory “res.
It gathers geotagged tweets only and employs classi“cation
algorithms to extract messages about very speci“c events.

Despite extensive research into automated classi“ers for
short contextual strings, classi“cation and information
extraction has proven to be signi“cantly more dif“cult than
for well-formed news articles and blog posts. As in [28]
and [29], classi“ers tend to be language speci“c, and new
training data is needed for each new desired label. This
restricts their use in the mass disaster space, where report
language is not known beforehand and unsupported report
types or distinctions between subtypes may be sought in new
disasters. For instance, reports of violence and looting may
be grouped into one category in a post-earthquake setting,
whereas several violence-related report categories may be
of interest during the mapping of a civil war.

EMM NewsBrief [33, 36] automatically mines and clusters
mainstream news media from predetermined sources in a
wide range of languages, with new summaries produced
every ten minutes. It also relies on rule-based classi“ers
for metadata, but substantial investment has been made
to create such rules over a decade. Despite this great
investment, it has not been extended to handle social media.

To our knowledge, no currently available system enables
any of the mentioned communities to use timely social
media as a structured information source during mass
disasters. CrisisTracker accomplishes this is by combining
language-independent fast and scalable algorithms for data
collection and event detection, with accurate and adaptable

crowd curation. Rather than displaying only raw tweets
and high-level statistical metrics (e.g., word clouds and
line graphs), the system also provides an intermediary
level of natural-language narratives that retain details
within reports. CrisisTracker is intended for use during mass
disasters and con”icts when responders or observers lack
resources to suf“ciently monitor events on the ground or
when physical access to local communities is restricted
for some reason.

System architecture
This section describes CrisisTracker•s information
processing pipeline (Figure 1), which consists of data
collection, story detection, crowd curation, and information
consumption. Crowd curation is made possible by
decoupling the information itself (stories) from how the
information has been shared in the social network (tweets).
CrisisTracker is free and open source and is available at
https://github.com/JakobRogstadius/CrisisTracker.

Data collection
Tweets are collected through the streaming API of Twitter.
This allows a system administrator to de“ne “lters in the
form of words, geographic bounding boxes, and user
accounts for which all matching new tweets will be returned
as a stream. The Twitter API returns messages tagged
with any geographic region that partially overlaps with
speci“ed bounding boxes. As regions can be very large,
we perform an additional “ltering pass to discard such
messages and keep only those explicitly tagged with a
coordinate within bounding boxes of interest (assuming no
other “lter is matched). The tracking “lters are constrained
by the API, and the system cannot yet suggest keywords
or user accounts to track. Generally, approximately 1%
of all tweets are geotagged, and it is infeasible to manually

Table 1 Feature comparison of related state-of-the-art systems, at the time of the writing of this paper. (supported;
partly supported; not supported.)
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