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a b s t r a c t 

Support Vector Machines (SVMs) are vulnerable to integrity attacks, where malicious attackers distort 

the training data in order to compromise the decision boundary of the learned model. With increasing 

real-world applications of SVMs, malicious data that is classified as innocuous may have harmful conse- 

quences. This paper presents a novel framework that utilizes adversarial learning, nonlinear data projec- 

tions, and game theory to improve the resilience of SVMs against such training-data-integrity attacks. The 

proposed approach introduces a layer of uncertainty through the use of random projections on top of the 

learners, making it challenging for the adversary to guess the specific configurations of the learners. To 

find appropriate projection directions, we introduce novel indices that ensure the contraction of the data 

and maximize the detection accuracy. Experiments with benchmark data sets show increases in detection 

rates up to 13.5% for OCSVMs and up to 14.1% for binary SVMs under different attack algorithms when 

compared with the respective base algorithms. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Since their introduction, Support Vector Machines

SVMs) [1] have been successfully applied to a wide range of

omains such as intrusion detection, image recognition, and

ioinformatics [2] . Binary SVMs are primarily used for classifica-

ion problems where the learner has access to labeled training

ata with balanced classes. In many SVM implementations, class

eights are used to compensate for imbalanced classes. In con-

rast, its unsupervised counterpart, One-Class Support Vector

achines (OCSVMs) [3] , are used for anomaly detection problems

here the learner does not have access to training labels and the

lasses are significantly imbalanced. Binary SVMs and OCSVMs

re designed to withstand the effects of random noise in data

4] . However, their performance may degrade significantly when

alicious adversaries deliberately alter the training data. It has

ecome imperative to secure machine learning systems against

uch adversaries due to increased automation in many day to day

pplications. For example, if machine learning algorithms utilized

n safety-critical environments (e.g., airports, power plants) are

ompromised by adversaries, it could result in loss of human lives.
∗ Corresponding author. 
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Adversarial learning [5] is a broad field, which covers a whole

ange of attacks across different machine learning algorithms. Ad-

ersarial attacks on learning systems can be divided into two main

ategories, poisoning attacks during training and evasion attacks

uring testing [6] . In many applications, learned models are peri-

dically updated using new batches of data in order to adapt to

he natural evolution of data. This periodic updating provides an

pportunity for adversaries to inject malicious data into the train-

ng process and carry out poisoning attacks. By injecting adversar-

al samples into the training dataset, the attackers aim to make

he learner learn a decision boundary that is significantly differ-

nt from the boundary it would have obtained if the dataset was

ot compromised. The mechanism used for generating adversarial

amples depends on the objective of the adversary and the knowl-

dge the adversary possesses about the learning system [7–10] . 

Poisoning attacks can be further divided into two categories

ased on the attacker’s objective: attacks on integrity and attacks

n availability. Although the attacker’s objectives are different,

hese attack types are closely related in terms of how the attacks

re carried out. In an integrity attack, the attacker purposely dis-

orts a portion of the attack/anomaly data points that are used for

raining. Such integrity attacks result in a compromised decision

oundary that exaggerates the region where innocuous data points

ie. Subsequently, during the evaluation phase, the learner classifies

pecific attack data points as innocuous ones, which can cause sig-

ificant harm in mission-critical applications. In an availability at-

https://doi.org/10.1016/j.patcog.2019.106985
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patcog
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patcog.2019.106985&domain=pdf
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Fig. 1. A digit from anomaly class (‘7’) distorted by the adversary using different s attack values to appear like a digit from the normal class (‘9’). 
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tack, the attacker’s objective is to force the learned model to clas-

sify innocuous samples as attack/anomaly samples during testing,

denying them access to the resource protected by the learning sys-

tem. This paper focuses specifically on SVMs and OCSVMs and ad-

dresses the following key question: “Is it possible to make SVMs

more resistant to poisoning attacks on integrity?”. 

Consider the illustrative example of digit ‘9’ as the normal class

and digit ‘7’ as the anomaly class in an image anomaly detection

setting ( Fig. 1 ). Assume a hypothetical anomaly detection algorithm

that attempts to identify the smallest hypersphere that contains

the images of digit ‘9’. The objective of the adversary in such a

situation would be to maximize the radius of the minimum en-

closing hypersphere. The adversary can achieve this by injecting

data points (i.e., images) of digit “7” that are distorted to appear as

digit “9” into the training set. Consider a parameter s attack ∈ [0, 1]

that controls the severity of the attack. An image of digit “7” that

closely resembles a digit “9” (small s attack ) would be considered as

a moderate attack , whereas, digit “7” that actually resembles a “7”

(large s attack ) would be considered a severe attack . As Fig. 1 shows,

after a less severe attack (e.g., 0.2), a digit “7” resembles a “9” vi-

sually, but as the attack severity increases, the digit tends to look

like a “7” even though the learner considers it as a “9’. In practice,

such attacks can be carried out in scenarios where the attacker

has the opportunity to introduce distorted samples to the training

process. For example, this can occur when data is collected using

crowdsourcing marketplaces, where organizations build data sets

with the help of a large group of people, or when malware ex-

amples are collected using honeypots which mimic likely targets

of cyberattacks to lure attackers. In such scenarios, attackers can

place adversarial samples among the normal data samples which

would later be used by the learners for training. 

Among adversarial defense techniques for SVMs, most works in

the literature alter the optimization problem of SVMs in order to

thwart an adversary’s attacks [8,9] . Meanwhile, recent works in the

literature use nonlinear random projections to improve the train-

ing and evaluation times of kernel machines, without significantly

compromising the accuracy of the trained models [11,12] . In this

paper, we show that under adversarial conditions, selective nonlin-

ear projections can be leveraged as a defense technique for learn-

ers (SVMs/OCSVMs) as well. The learners gain an additional advan-

tage due to the uncertainty that comes from the randomness of the

projections. To the best of our knowledge, no existing work has

explored the use of nonlinear random projections for adversarial

defense. 

The learner leverages the theory of low rank kernel approxi-

mation (using nonlinear projections) which facilitates large-scale,

data-oriented decision making by reducing the number of opti-

mization parameters and variables. As not all random projections

result in low rank representations that mask the adversarial distor-

tions, we introduce novel indices to identify prospective projection

directions that could provide resistance against adversaries. In ad-

dition, we design security games [13] and model the adversary-

learner interaction as non-cooperative, two-player, nonzero-sum

games with the strategies and utility functions formulated around

a nonlinear data-projection-based algorithm. The equilibrium so-
 p  
utions obtained from the games are used to predict the adver-

ary’s behavior and decide on advantageous configurations for the

earner [14] . The main contributions of this work are summarized

s follows: 

1. We theoretically analyze the effects of adversarial distortions

on the separating margins of binary SVMs and OCSVMs trained

on data that has been nonlinearly projected to a lower dimen-

sional space. We provide an upper-bound for the length of the

weight vector when there are no adversarial distortions, using

the length of the weight vector when adversarial distortions are

present. We prove a similar bound for OCSVMs under linear

projections when the data is assumed to be linearly separable.

2. We introduce a unique framework that incorporates nonlinear

data projections to minimize the adversary’s attempts to mask

their activities, SVMs for learning, and game theory to predict

the behavior of adversaries and take the necessary countermea-

sures. As part of this framework, we introduce novel indices

based on the Dunn’s index [15] to identify suitable directions

for nonlinear data projections. 

3. We pose the problem of finding an appropriate defense mech-

anism as a game, and find the Nash equilibrium solutions that

give us insights into what the attacker may do and what pre-

cautionary strategy the learner should take. 

4. We show through numerical experiments conducted with

benchmark data sets as well as OMNET++ simulations that our

proposed approach can (i) increase the attack resistance of

OCSVMs (up to 13.5%) and SVMs (up to 14.1%) under adversar-

ial conditions, and (ii) give the learner a significant advantage

from a security perspective by adding a layer of unpredictability

through the randomness of the data projection, making it very

difficult for the adversary to guess the projected space used by

the learner. 

. Background and related work 

This study builds upon the extended abstract [16] , where the ef-

ects of adversarial distortions on the separating margin of OCSVMs

nder nonlinear projections were theoretically analyzed. In this

ork we extend the analysis to binary SVMs as well as for lin-

ar projections. In the short paper [17] , the anomaly detection ap-

roach using OCSVMs was applied to a specific networking ap-

lication and numerical results were provided based on simula-

ions. In this paper, we provide the complete numerical results for

CSVMs and binary SVMs on several benchmark datasets. As our

roposed approach on adversarial learning for SVMs is based on

andomized kernels, in this section we briefly review these two

ines of research. 

andomized Kernels for SVMs . To improve the efficiency of ker-

el machines, Rahimi and Recht [11] embedded a random projec-

ion into the kernel formulation. They introduced a novel, data in-

ependent method (RKS) that approximates a kernel function by

apping the dataset to a relatively low dimensional randomized

eature space. Instead of relying on the implicit transformation

rovided by the kernel trick, Rahimi and Recht explicitly mapped
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he data to a low-dimensional Euclidean inner product space us-

ng a randomized feature map z : R 

d → R 

r . The kernel value of two

ata points is then approximated by the dot product between their

orresponding points in the transformed space z (i.e., k (x, x ′ ) =
 φ(x ) , φ(x ′ ) 〉 ≈ z(x ) z(x ′ ) ). As z is a low dimensional transforma-

ion, it is more computationally efficient to transform inputs with

 and train a linear SVM as the result is comparable to that of its

orresponding nonlinear SVM. Refer to [11] for more details con-

erning the theory of kernel approximation. 

More recently, the method introduced by Rahimi and

echt [11] has been applied to other types of kernel machines.

rfani et al. [12] introduced Randomized One-class SVMs (R1SVM) ,

n unsupervised anomaly detection technique that uses random-

zed, nonlinear features in conjunction with a linear kernel. They

eported that R1SVM reduces the training and evaluation times of

CSVMs by up to two orders of magnitude without compromising

he accuracy of the predictor. Erfani et al. [18] used a deep belief

etwork (DBN) as a nonlinear dimension reduction algorithm

o transform the high-dimensional data into a low-dimensional

et of features. Subsequently, a OCSVM with a linear kernel is

rained on the feature vectors produced by the DBN. Our work

iffers from these as we look at random projections as a defense

echanism for SVMs under adversarial conditions. To the best

f our knowledge, no existing work adopts Rahimi and Recht’s

ethod to address adversarial learning for SVMs. 

earning under adversarial conditions . The problem of adversar-

al learning has inspired a wide range of research from the ma-

hine learning community, see [19] for a security evaluation of

VMs under adversarial conditions. Poisoning attacks, which alter

he training data, can be carried out either by distorting the train-

ng data or by distorting the training labels. In label noise attacks,

he attackers change the labels of a subset of the training data

n order to increase the SVM’s classification error [20–22] . In this

ork, we focus on attacks that distort the training data with the

urpose of harming the integrity of SVMs. 

For classification using binary SVMs, Biggio et al. [7] introduced

n attack algorithm that finds the optimal attack point by max-

mizing the hinge loss of a binary SVM when tested on a vali-

ation set. Dalvi et al. [8] modeled classification as a game be-

ween the classifier and the adversary. They extend the naive Bayes

lassifier to optimally detect and reclassify distorted data points,

y taking into account the adversary’s optimal feature-changing

trategy. Zhou et al. [9] introduced an Adversarial SVM (AD-SVM)

odel which incorporated additional constraint conditions to the

inary SVM optimization problem in order to thwart an adver-

ary’s attacks. Their model only supports data that is linearly sepa-

able, and leads to unsatisfactory results when the severity of real

ttacks differs from the expected attack severity by the model.

uykens and Vandewalle [23] introduced Least-Squares SVM (LS-

VM) where a quadratic loss function is used instead of the hinge

oss which results in a non-sparse solution to the optimization

roblem (all the training samples are assigned non-zero α values).

he authors claim this approach prevents the SVM from over rely-

ng on the contribution of certain samples (e.g., poisoned samples).

For anomaly detection, Kloft and Laskov [24] analyzed the ef-

ects of adversarial injections on the centroid anomaly detec-

ion (CAD) algorithm, which can be considered as a hard mar-

in, hypersphere-based SVDD model [25] (SVDD is equivalent to

CSVM when the RBF kernel is used). As their work focuses on an

nline learning setting, they use different data replacement poli-

ies as the defense mechanism against integrity attacks. In our

ork we use a batch learning approach instead of online train-

ng and do not assume a fixed training dataset size. We also do

ot assume that the initial dataset consists of purely innocuous

ata, which is unrealistic in situations where data is collected
rom a real world system. Previously, Rajasegarar et al. [26] used

CSVMs in order to detect anomalous secondary users that provide

isleading observations in cognitive radio networks. They utilized

nomaly detection in a scenario where a central node is attempt-

ng to determine if a spectrum is being utilized by a primary user

r not, with one or many malicious users providing false informa-

ion in order to force the central node to make an incorrect deci-

ion. While their work is in the same application domain as the

ase study presented in this work, the methodology and the attack

ype differ. 

One approach for learning in the presence of poisoned train-

ng data is to identify and remove such samples prior to training.

teinhardt et al. [27] introduced a framework that uses an out-

ier detector prior to training in order to filter out poisoned data.

hey consider two scenarios, (i) where there is a clean outlier de-

ector (trained independently without being affected by the poi-

oned data), and (ii) where the outlier detector is also compro-

ised. While the framework performs well in the first scenario,

he authors claim that the attacker is able to subvert the outlier re-

oval and obtain stronger attacks in the second scenario. Laishram

nd Phoha [28] introduced an algorithm that clusters the data in

he input space and utilizes the distances among data points in

he same cluster in the (input feature + label) space to identify the

utliers. These works can be considered as a pre-processing step

nd could be used in conjunction with our proposed framework to

urther increase the attack resistance of SVMs. 

Vinh et al. [29] used multiple linear projections of the training

ata in order to train a single neural network. The random projec-

ions are used as a regularization mechanism to boost the accu-

acy of NNs under adversarial conditions. While this work is in the

ame domain, it is not directly related to our work, which utilizes

onlinear projections and uses novel indices to identify the single

est projection direction among many. Wong et al. [30] use a non-

inear random projection technique to estimate the upper-bound

n the robust loss for DNNs in the worst case that scales linearly in

he size of the hidden units. The authors claim that the introduced

obust training procedure results in networks with minimal degra-

ation in detection accuracy. Although we use a significantly differ-

nt nonlinear projection algorithm that is designed specifically for

ernel based learners, our defense framework yields similar bene-

ts in terms of minimal accuracy degradation, and lower training

imes for SVMs as the authors claim their technique [30] does for

NNs. 

. Problem statement: Adversarial learning against integrity 

ttacks 

We consider an adversarial learning problem in the presence

f a malicious adversary. The adversary’s ultimate goal is to force

he learner to accept a specially crafted adversarial point as in-

ocuous after some learning iteration. To clarify, if we consider the

nnocuous class as the negative class, and the attack class as the

ositive class, the attacker would want to increase the false neg-

tive rate (FNR). To succeed in this, the attacker injects malicious

raining data in order to alter the decision boundary of the learner

n a manner favorable to him/her. Subsequently, during the testing

hase, it would be easier for the attacker to craft adversarial data

oints that still retain their harmful qualities, but are classified by

he learner as innocuous. In the following section, we formalize the

nderlying problem using the attack strategy of the adversary. 

dversarial attack model. In the context of OCSVMs, the decision

oundary (i.e., the separating hyperplane) is located closer to the

ormal data cloud and the undistorted anomalies lie close to the

rigin. The adversary would distort anomalies in order to shift

hem closer to the normal data cloud. Since the OCSVM algorithm
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Fig. 2. Training data distribution and separating hyperplane (black line) of a toy problem under different attack severities. “o” (blue) denotes the undistorted data points 

and “x” (red) denotes the data points distorted by the adversary. The OCSVM is trained considering the entire (unlabeled) dataset is from one class. (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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considers all the data points in the training set to be from a single

class, these distorted anomalies would shift the separating hyper-

plane in the direction of the attack points (towards the origin). In

binary SVMs, the decision boundary lies between the data clouds

of the two classes. Therefore, when the adversary distorts attack

data and shift them closer to the normal data (with the labels

flipped), the decision boundary would shift towards the attack data

class. 

The adversary is able to orchestrate different attacks by chang-

ing the percentage of distorted attack data points in the training

dataset (i.e., p attack ) in addition to the severity of the distortion

(i.e., s attack ). Fig. 2 illustrates the data distributions when differ-

ent levels of attack severities are applied to the anomaly data in a

OCSVM problem. When there is no attack (i.e., 2 a), the undistorted

anomalies lie closer to the origin and the OCSVM disregards their

contribution to the decision boundary by considering them as out-

liers. In the presence of an attack (e.g., 2 c), the distorted anoma-

lies are positioned much closer to the normal data cloud, and the

OCSVM’s decision boundary is influenced by their contribution. As

s attack increases, the anomaly data points are moved closer to the

origin, reducing the gap between the origin and the separating hy-

perplane. 

Let X ∈ R 

n ×d be the training dataset and T ∈ R 

n ×d be the dis-

tortions made by the adversary, making X + T the training dataset

that has been distorted (if the i th data point is not distorted, T i is

a vector of zeros). It should be noted that the learner cannot de-

marcate T from ( X + T ), otherwise the learner would be able to re-

move the adversarial distortions during training, making the prob-

lem trivial. The adversary has the freedom to determine T based

on the knowledge it possesses regarding the learning system, al-

though the magnitude of T is usually bounded due to its limited

knowledge about the learners” configuration, the increased risk of

being discovered, and computational constraints. 

The attack model in this work is inspired by the restrained at-

tack model described in [9] , where it is assumed that the adver-

sary has the capability to move the i th data point in any direction

by adding a non-zero displacement vector κ i ∈ T to x i ∈ X . It is also

assumed that the adversary does not have any knowledge about

the projection used by the learner. Therefore, all of the adversary’s

actions take place in the input space. The adversary picks a target

x t 
i 

for each x i to be distorted and moves it towards the target by

some amount. Choosing x t 
i 

for each x i optimally requires a signifi-

cant level of computational effort and a thorough knowledge about

the distribution of the data. 

We assume that the attacker knows the distribution of the nor-

mal data used by the learner. While this does exaggerate the ad-

versary’s capabilities, in real-world applications there is a possibil-

ity to approximate this distribution based on domain knowledge

or prior experience. For example, an attacker posing as a data sup-

plier in a crowdsourcing marketplace could use the data samples

of legitimate suppliers to approximate the distribution of normal
ata. This approach also tests our proposed defense framework in

 worst-case scenario. Please note that the theoretical analyses we

resent in Section 5 do not depend on this assumption. In the

nalyses, the adversarial distortions added to the data can come

rom any poisoning attack algorithm under which Assumption 1

olds. 

The attacker, similar to [9] , uses the centroid of the normal data

loud in the training set as the target point for all anomaly data

oints that it intends to distort. A data point sampled from the

ormal data cloud or an artificial data point generated from the

stimated normal data distribution could be used as alternatives.

or each feature j in the input feature space, the adversary is able

o add κ ij to x ij as follows where s attack ∈ [0, 1] controls the severity

f the attack, 

i j = (1 − s attack )(x t i j − x i j ) and | κi j | ≤ | x t i j − x i j | , ∀ j ∈ d. (1)

. Defense framework against integrity attacks 

Our novel defense framework consists of three main com-

onents: (1) a selective randomized projection using a novel

etric that increases attack resistance by masking the adver-

ary’s distortions, (2) SVMs for learning and predicting, and

3) a game-theoretic model that supports defensive decision-

aking by considering the best responses of the players

 Fig. 3 ). 

In order to increase the attack resistance of a learning system,

he impact of adversarial inputs should be minimized. Therefore,

t the heart of our framework we use a projection mechanism

hat projects data points to lower dimensional spaces in a man-

er that conceals the potential distortions of an adversary. Project-

ng a high dimensional dataset, using a carefully chosen projection

atrix would preserve its pairwise Euclidean distances with high

robability in the projected space [31] . Therefore, the properties

f the original data distribution would be present in the projected

ataset with only minor perturbations. Assuming the existence of a

ower dimensional intrinsic subspace, the learner projects the data

o a lower dimensional space using a projection matrix A ∈ R 

d×r ,

.e., (X + T ) A . In this work, the learner trains a linear SVM in a

ow dimensional space where the data has been nonlinearly trans-

ormed using the algorithm introduced by Rahimi and Recht [11] ,

nstead of training a nonlinear SVM with a RBF kernel. Therefore,

his direction is drawn from the Fourier transform of the shift in-

ariant kernel being approximated. For the RBF kernel, A is sam-

led from N (0 , 1) . 

By randomly drawing projection directions from some distri-

ution, the learner also introduces a layer of uncertainty to the

dversary-learner problem. For high dimensional datasets, this

ethod gives the learner considerable flexibility to select the di-

ension to which the data is projected, as well as the direction.

herefore the learner gains a significant advantage from a secu-
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Fig. 3. Flowchart of our proposed defense framework. 

Fig. 4. Graphical illustrations of the compactness indices for OCSVMs and binary 

SVMs. The normal data cloud is shown in blue while the attack data cloud is shown 

in red. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

r  

s  

o  

W  

m  

d  

d  

i

 

a  

a  

t  

p  

t  

s  

d  

a  

t  

g  

c  

p  

s  

E

c

 

p  

t  

s  

j  

a

c

 

t

z  

w  

m  

i  

e  

p  

l  

l  

A

 

 

 

 

 

p  

t

 

r  

u  

d  

F  

i

4

 

a  

l  

a  

t  

g  

f  

l

 

l  

l  

e  

i  

a  

i  

t  

a  

t  

i  
ity perspective as this expands the search space for the adver-

ary. But this unpredictability can also be seen as the main caveat

f using random projections to reduce the dimensionality of data.

hile some random projections result in better separated volu-

etric clouds than the original ones, some projections result in the

ata from different classes being overlapped. As the learner cannot

emarcate T from the training data, it is not possible to identify an

deal projection that conceals the adversarial distortions. 

Thus, in a OCSVM problem, the learner would have to select

 projection that contracts the entire training set (expecting the

dversarial points to be masked by normal data) and separates

he training data from the origin with the largest margin in the

rojected space. Therefore, motivated by a generalized version of

he Dunn’s index [15] , we propose a compactness measure to rank

uitable projection directions in a one-class problem. The learner

raws multiple samples from N (0 , 1) for the projection matrix A

nd ranks them using Eq. 2 . The projection direction A that gives

he highest compactness value is considered as the projection that

ives the best attack resistance as it gives a compact normal data

loud that is well separated from the origin. The compactness of

rojection P i , where μi is the centroid of the projected training

et, 0 is the origin in the projected space, and the function d is the

uclidean distance, can be calculated as 

 

1 
i = 

d(0 , μi ) (∑ 

x ∈ P i d(x, μi ) 
)
/n 

. (2) 

In a binary SVM problem, the learner would have to select the

rojection that contracts the innocuous data and separates it from

he attack data with the largest distance. Therefore, we devise a

imilar compactness measure where μX 
i 

is the centroid of the pro-

ected innocuous data (contains the adversarial distortions as well)

nd μA 
i 

is the centroid of the projected attack data (Fig. 4 ). 

 

2 
i = 

d(μX 
i 
, μA 

i 
) (∑ 

x ∈ P i d(x, μX 
i 
) 
)
/n 

. (3) 

Following the linear projection, each i th sample (X + T ) i A is

hen nonlinearly transformed using the function 

((X + T ) i ) = 

√ 

2 

cos 
(√ 

2 γ (X + T ) i A + b 
)
, (4)
r 
here γ is a parameter taken from the RBF kernel being approxi-

ated, r is the dimension to which the data is projected, d is the

nput space dimension and b is an r -dimensional vector whose el-

ments are drawn uniformly from [0, 2 π ] [11] . This transformation

rojects the data onto the interval [0,1]. The approach used by the

earner to identify suitable projection directions in a OCSVM prob-

em is formalized in Algorithm 1 in terms of the random projection

lgorithm 1 Identifying compact projections. 

1: input (X + T ) , r, number of samples N 

2: A 

′ 
, b 

′ ← nul l ~ � projection parameters

3: for i ← 1 , N do ~ � sample N random directions

4: Draw A from N (0 , , 1) ~ � sample A

5: c 1 
i 

← calculate _ compactness ((X + T ) A ) � calculate 

compactness. (Eq.2) 

6: if c 1 
i 

> max _ compactness then 

7: max _ compactness ← c 1 
i 

8: A 

′ ← A 

9: end if 

10: end for 

11: [(X + T ) ∗, b ′ ] ← z(X + T , A 

′ 
) ~ � nonlinear projection (Eq.4)

12: output A 

′ 
, b 

′ 
� Return best projection parameters

arameters A and b , the dimension of the projected dataset r and

he adversary’s data distortion strategy T . 

The next component in our framework is the learning algo-

ithm. Anomaly detection problems are addressed in this paper

sing the OCSVM algorithm in [32] , which separates the training

ata from the origin with a maximal margin in the feature space.

or classification problems, the binary SVM algorithm introduced

n [1] is used. 

.1. Game theoretic models to identify best defense strategies 

In the final component of our framework, we pose the

dversary-learner interaction as a bimatrix game. Using the formu-

ated game, the learner can (i) predict the possible actions of the

dversary, and (ii) decide what countermeasure to take in order

o thwart the adversary’s attempts. In this section, we present a

ame formulation that can be employed in adversarial conditions

or anomaly detection. In Section 6.1 , we demonstrate how the fol-

owing game can be utilized in a real world application scenario. 

In the following formulation we consider the adversary (M) and

earner (L) to be the two players. The adversary is unaware of the

earner’s configuration and projections used, but it is capable of

valuating the learned model by sending adversarial samples dur-

ng testing. Similarly, the learner is unaware of the details of the

dversary’s attack, but is able to simulate attacks during the train-

ng process. Since the adversary can vary the severity of the at-

acks, we choose different s attack values (keeping p attack constant)

s the finite set of actions ( a M 

) available for the adversary. As

he learner uses the projection based method to detect adversar-

al samples, the dimensions to which the data is projected will be
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used as the set of actions ( a L ) available to the learner. 

a M 

∈ { 0 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 } , 
a L ∈ { 20% , 40% , 60% , 80% , 100% } . (5)

A bimatrix game comprises two matrices, G = { g i, j } and H =
{ h i, j } where each pair of entries ( g i , j , h i , j ) denotes the outcome of

the game corresponding to a particular pair of decisions made by

the players. These entries in the matrix are populated by the play-

ers’ (adversary and learner) utility functions, u M 

: a M 

, a L → R and

u L : a M 

, a L → R . A pair of strategies (g i ∗, j ∗ , h i ∗, j ∗ ) is said to be a

non-cooperative Nash equilibrium outcome of the bimatrix game if

there is no incentive for any unilateral deviation by any one of the

players. While it is possible to have a scenario where there is no

Nash equilibrium solution in pure strategies, there would always

be a Nash equilibrium solution in mixed strategies [33] . 

Due to the adversary’s ability to evaluate the model during test-

ing (i.e., calculating the false negative rate (FNR)), we design u M 

to reflect his/her desire to achieve false negatives and to penal-

ize large adversarial distortions. This is because if the adversary

greedily distorts the data, it would result in the distortions be-

coming quite evident and increase the risk of the attack being dis-

covered. Similarly, the learner’s utility function reflects a desire to

achieve high classification accuracies, which is captured by the f-

score. Note that an affine linear transformation of either of the

utility functions would result in a strategically equivalent bimatrix

game. All strategically equivalent games have the same Nash equi-

libria as shown by Basar and Olsder in Proposition 3.1 of [34] . The

utility functions of the two players are, therefore, defined as 

u M 

(a M 

, a L ) = 1 + F NR − 1 
2 

s attack , 

u L (a M 

, a L ) = f - score. 
(6)

5. Analysing the impact of adversarial distortions on the 

separation margin 

This section analyzes the effects of the adversary’s distortions

on the separation margin of OCSVMs and SVMs when the data is

projected to low dimensional spaces. We investigate nonlinear pro-

jections as well as linear projections. Although the projection di-

rection is randomized, the following analyses are conditional on

the direction chosen by the defense framework. The margin of

OCSVMs and SVMs is largely dependent on the regularization pa-

rameter ν , therefore in the following analyses we take ν to be fixed

to a value chosen prior to learning. 

5.1. Nonlinear projections 

5.1.1. Attack effectiveness on the OCSVM margin 

Let w 

∗
p be the primal solution of the OCSVM optimization prob-

lem in the projected space without adversarial distortions. Simi-

larly, define w 

∗
pt as the primal solution in the presence of a ma-

licious adversary. Since the learner cannot demarcate the distor-

tions from the normal training data, it cannot empirically calculate

‖ w 

∗
p ‖ 2 . Therefore, based on the assumptions given below, we an-

alytically derive an upper-bound on ‖ w 

∗
p ‖ 2 of a OCSVM that has

been trained on a nonlinearly projected undistorted dataset. 

As the adversary distorts data in the input feature space, we can

align any given dataset in such a way that any outliers present in

the data would lie closer to the origin and the normal data would

lie in the positive orthant. Such a projection would compel the ad-

versary to make adversarial distortions in the direction of the nor-

mal data cloud (positive) as distortions in the negative direction

would favor the learner ( Fig. 2 ). 

Definition 1. Let X ∈ R 

n ×d be the matrix that contains the train-

ing data (normalized between 0 − − 1 ) and T ∈ R 

n ×d the matrix
hat contains the adversarial distortions. Let A ∈ R 

d×r be the pro-

ection matrix where each element is an i.i.d. N (0 , 1) random vari-

ble. Define b as a 1 × r row vector where each element is drawn

niformly from [0, 2 π ]. Using these variables, we define C ∈ R 

n ×r 

which is linearly separable [11] ), where the element at row i col-

mn j takes the following form. 

 i, j = cos 

([ (
X i, 1 + T i, 1 

)
A 1 , j + 

(
X i, 2 + T i, 2 

)
A 2 , j + . . . 

+ 

(
X i,d + T i,d 

)
A d, j 

] 
+ b 1 , j 

)
. 

(7)

Similarly, we define the matrices C X , C T , S X and S T where the el-

ment at row i column j is defined as, 

 

X 
i, j 

= cos 

([
X i, 1 A 1 , j + X i, 2 A 2 , j + · · · + X i,d A d, j 

]
+ b 1 , j 

)
, 

 

T 
i, j 

= cos 

([
T i, 1 A 1 , j + T i, 2 A 2 , j + · · · + T i,d A d, j 

])
, 

 

X 
i, j 

= sin 

([
X i, 1 A 1 , j + X i, 2 A 2 , j + · · · + X i,d A d, j 

]
+ b 1 , j 

)
, 

 

T 
i, j 

= sin 

([
T i, 1 A 1 , j + T i, 2 A 2 , j + · · · + T i,d A d, j 

])
. 

We address the anomaly detection problem using the OCSVM

lgorithm introduced by [32] , which separates the training data

rom the origin with a maximal margin in the projected space. Fol-

owing the above nonlinear transformation of data, the dual form

f the OCSVM algorithm can be written in matrix notation as 

inimize 
α

1 

2 

αT C C T α, s.t 0 ≤ α ≤ 1 

νn 

and 1 

T α = 1 . (8)

ssumption 1. The distortions made by the adversary are small

.t. the small angle approximation cos (θ ) = 1 − θ2 

2 holds. 

This assumption is reasonable because small distortions de-

rease the risk of the adversary being discovered, therefore a ra-

ional adversary would refrain from conducting attacks with sig-

ificant distortions. 

heorem 1. Let r be the dimension to which the data is projected

sing the method in (7) . Then, if Assumption 1 holds, the length of

he weight vector w 

∗
p of a OCSVM is bounded above by 

 w 

∗
p ‖ 2 ≤ ‖ w 

∗
pt ‖ 2 + 

3 

√ 

r 

2 

. (9)

We defer the proof of Theorem 1 to A.1 . 

.1.2. Attack effectiveness on the binary SVM margin 

We address the classification problem using the ν-SVC algo-

ithm, which uses the parameter ν to adjust the proportion of out-

iers, similar to the OCSVM algorithm [35] . Similar to the bound on

CSVMs, we analytically derive an upper-bound on ‖ w ‖ 2 of a bi-

ary SVM that has been trained on a nonlinearly projected undis-

orted dataset. 

efinition 1. The dual form of the ν-SVC classification algorithm

s defined as, 

inimize 
α

1 

2 

αT Y C C T Y α, s.t 0 ≤ α ≤ 1 

n 

, 1 

T Y α = 0 and 1 

T α ≥ ν, 

(10)

here Y is a n × n diagonal matrix that contains the labels. 

heorem 2. If Assumption 1 holds, the length of the weight vector

 

∗
p of a binary SVM is bounded above, 

 w 

∗
p ‖ 2 ≤ ‖ w 

∗
pt ‖ 2 . (11)

The proof follows the same steps followed in A.1 for OCSVMs.

sing the constraint condition 1 T Y α = 0 of the optimization prob-

em instead of 1 T α = 1 in Eq. A.7 leads to a trivial upper-bound

or the binary SVM problem that is independent of the projection

imension r . 



S. Weerasinghe, S.M. Erfani and T. Alpcan et al. / Pattern Recognition 96 (2019) 106985 7 

5

5

 

d  

o  

a  

f  

n  

d

D  

c  

T  

t  

t  

a  

w

‖  

w

5

 

o  

o  

i  

w  

s

c  

e  

a

 

r  

n  

p  

p  

O  

o  

r  

l  

s  

b

a

 

l  

d  

e  

a  

n  

O  

s  

O  

p  

t  

n  

t

Table 1 

Datasets used for training and testing with OCSVMs. 

Dataset Training size Test size Normal Anomaly 

MNIST 2000 1200 digit ‘9’ digit ‘8’ 

CIFAR-10 3650 1200 airplane truck 

SVHN 4200 1200 digit ‘8’ digit ‘0’ 

Table 2 

Datasets used for training and testing with binary SVMs. 

Dataset Training size Test size Innocuous Attack 

MNIST 2000 1200 digit ‘9’ digit ‘1’ 

CIFAR-10 3800 1200 airplane truck 

SVHN 4200 1200 digit “8” digit “0’ 
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.2. Linear projections 

.2.1. Attack effectiveness on the OCSVM margin 

The analysis adopts the approaches in [14] and [36] for anomaly

etection using OCSVMs without labeled data. We use the length

f the weight vector of a OCSVM (with a linear kernel) trained on

 linearly projected, distorted dataset and present an upper-bound

or the length of the weight vector of a OCSVM (with a linear ker-

el) trained in the input space of the data without any adversarial

istortions. 

efinition 2. Let V ∈ R 

d×d be any matrix with orthonormal

olumns. Define E := V T V − V T AA 

T V, and assume ‖ E‖ 2 < ε, ε ∈
(0 , 1 2 ] for a given A . 

heorem 3. Let w 

∗ be the primal solution of the OCSVM optimiza-

ion problem in the input feature space without adversarial distor-

ions. Similarly, define w 

∗
pt as the primal solution in the presence of

 malicious adversary in the projected space. Then the length of the

eight vector w 

∗ is bounded above by 

 w 

∗‖ 

2 
2 ≤

(1 + λ) 

| (1 − δ) | 2 ‖ w 

∗
pt ‖ 

2 
2 , (12)

here, δ := 

‖ αT T A ‖ 2 
‖ αT XA ‖ 2 and λ = 

1 

2 

‖ E‖ 2 
(1 − ‖ E‖ 2 ) . 

We defer the proof of Theorem 3 to A.2 . 

.3. Discussion of the theorems 

In Theorems 1 and 2, we derive an upper-bound for the norm

f the weight vector ‖ w 

∗
p ‖ 2 of a SVM/OCSVM that has been trained

n projected undistorted data. The separating margin of a OCSVM

s given by ρ/ ‖ w ‖ 2 , where ρ is the offset and w is the vector of

eights. Similarly, in binary SVMs, the data from two classes are

eparated by the margin 2 ρ/ ‖ w ‖ 2 . This implies that a small ‖ w ‖ 2 
orresponds to a large margin of separation. Therefore, the differ-

nce between ‖ w 

∗
p ‖ 2 and ‖ w 

∗
pt ‖ 2 is therefore an indicator of the

ttack’s effectiveness. 

In both cases, the strength of the adversary’s attacks will be

eflected in the value of the upper-bound (i.e., ‖ w 

∗
pt ‖ 2 compo-

ent). Therefore the upper-bounds can be used to measure the im-

act of different attack algorithms on SVMs/OCSVMs in the same

rojected space (i.e., using the same projection direction A ). For

CSVMs, the learner has the advantage to make the upper-bound

f ‖ w 

∗
p ‖ 2 tighter by reducing the dimensionality of the dataset (i.e.,

 ). Therefore, by projecting the data to low dimensional spaces, the

earner is able to reduce the adversary’s effects on the margin of

eparation (i.e., ρ/ ‖ w ‖ 2 ) of a OCSVM. The upper-bound derived for

inary SVMs is rudimentary, and the relationship between ‖ w 

∗
p ‖ 2 

nd ‖ w 

∗
pt ‖ 2 is as anticipated. 

In Theorem 3 , we derive an upper-bound on w 

∗ (the primal so-

ution of a OCSVM in the input feature space without adversarial

istortions) using w 

∗
pt (the primal solution of a OCSVM in the pres-

nce of a malicious adversary in the projected space). This analysis

ssumes that the data is linearly separable, therefore a linear ker-

el is used in the OCSVM. From Theorem 3 , we see that solving the

CSVM optimization problem using distorted data in the projected

pace results in a margin that is comparable to the margin of a

CSVM trained on undistorted data in the input feature space. The

arameter δ is the ratio between the contribution from the dis-

orted data to the objective function and the contribution from the

ormal data to the objective function. In the special case of δ = 1 ,

he upper-bound of ‖ w 

∗‖ 2 diverges to infinity. 

2 
. Evaluating the detection capability of the defense 

ramework 

We demonstrate the effectiveness of our novel defense frame-

ork on several datasets. This section describes how the datasets

re obtained, pre-processing and other procedures of the experi-

ental setup. We also show the applicability of our framework to

eal world security applications by simulating a particular network

ecurity application. 

.1. Experimental setup 

Datasets . For experiments using binary SVMs, we choose data

rom two classes, considering one class as the innocuous class

nd another as the attack class. For experiments using OCSVMs,

e generate single-class (unlabeled) datasets considering one of

he original classes as the normal class, and a different one as

he anomaly class. For each dataset, we create two test sets (with

 normal to anomaly ratio of 5: 1): (i) a clean test set (called

est C ) with undistorted anomaly/attack data and normal data, (ii)

 distorted test set (test D ) with its anomaly/attack points distorted.

ables 1 and 2 give the class and number of samples used in each

raining and test set. 

Experimental setup . Attacks of different intensities are con-

ucted (creating train D ) by varying the attack severity s attack and

ttack percentage p attack . In anomaly detection problems, it is un-

ikely to find a large percentage of attack points within the train-

ng set, therefore we choose 5% for p attack (percentage of distorted

oints in the training set) when using OCSVMs. For binary SVMs

e choose 10%, 20%, 30% and 40% for p attack as done in prior works

n this area. We specifically choose the values 0.3, 0.4, 0.5 and 0.6

or s attack . For comparison, we test all the attack scenarios against

earners using the RBF kernel in the input feature space. 

For nonlinear projections, we choose 20%, 40%, 60% and 80% of

he input dimension as the dimensions to which the datasets are

rojected. The test sets are projected using the same parameters

hat give the highest compactness for the corresponding distorted

raining set. The learner then uses the projected training set to

rain a SVM model with a linear kernel, and the resulting model is

valuated using the test sets. For these experiments the ν parame-

er of the learners are kept fixed across all experiments conducted

or each dataset. Since ν sets a lower bound on the fraction of out-

iers, it is crucial to keep its value fixed across different attack sce-

arios in order to evaluate the interplay between the adversarial

istortions and the performance. As RBF kernels are used by the

earners in the input space, we use the same gamma values in the

ow rank kernel approximation using Eq. 4 in order to have iden-

ical kernel parameters. The ν and γ parameters for each dataset

re found by performing grid searches on clean datasets. 
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Evaluation metric . For comparison purposes, we also train the

learners using an undistorted training set (called train C ). We report

the performance against test C and test D using the f-score (classifi-

cation performance of the learners) and AUC (classification perfor-

mance around the decision boundary). We also report the FNRs,

which indicate the percentage of attack data points that are classi-

fied as normal data points by the learners. 

6.2. Engineering case study: Identifying adversaries from radio 

communication signals 

In this section we present an experimental evaluation of the

developed framework for OCSVMs in the context of a real world

security application: identifying rogue communication nodes us-

ing captured radio signals. We present the problem being ad-

dressed, data collection and pre-processing procedures followed by

the learning model. 

Application setting . In a given populated area, a multitude of in-

dividuals communicate with each other using a plethora of devices.

While a majority of parties utilize such devices for innocuous, day-

to-day activities (civilians), there may be a few malicious individ-

uals (rogue agents) whose purpose is to cause harm and disrupt

the lives of others. Even though these rogue agents would prefer

to remain hidden, they would need to communicate electronically

in order to plan and coordinate their activities. Communications

are increasingly encrypted at various layers for privacy reasons. It

is natural to assume that rogue agents prefer to conceal their ra-

dio communications among the civilian (background) radio traffic

while enjoying the privacy protection provided by encryption sys-

tems. 

Identifying rogue agents based on their wireless communica-

tion patterns is not a trivial task, especially when they deliberately

try to mask their activities. An inherent assumption we make is

that communication patterns of the rogue agents differ from those

of regular background traffic to some degree, otherwise, the de-

tection problem would be infeasible. Rogue agents would naturally

prefer to avoid the standard networks used by civilians as there is

a possibility for eavesdropping attacks, but using specialized com-

munication equipment alone would highlight their presence if the

radio spectrum was to be analyzed. Therefore, we can safely as-

sume that rogue agents would strategically utilize specialized radio

equipment as well as third party network infrastructure in order to

avoid detection. 

The above scenario can be posed as an anomaly detection prob-

lem where the learner creates a representation of normal data

(i.e., civilians) using the data captured by the sensors and attempts

to identify anomalies (i.e., rogue agents). In the aforementioned

problem, if the rogue agents alter their communication patterns

to resemble those of civilians to some extent during the initial

stages of system deployment, they would be able to inject mali-

cious data points into the dataset that will be used by the learner

to create the anomaly detection model. As the learner cannot dis-

tinguish the radio signals of the rogue agents from those of the

civilians, the learner would use the entire dataset collected by the

sensors to train the anomaly detection model. This would result

in a deformed representation of the normal data in the learned

model. Therefore, during the evaluation (operational) phase, the

rogue agents would be able to evade the classifier without having

to use identical communication patterns to those of the civilians. 

Network simulation and data collection . Simulations are per-

formed using the INET framework for OMNeT++ [37] (datasets avail-

able at https://goo.gl/xDYD2k ). In order to conduct a realistic sim-

ulation, signal attenuation, signal interference, background noise

and limited radio ranges are considered. The nodes (civilians, rogue
gents and listeners) are placed randomly within the given con-

ned area. The simulator allows control of the frequencies and bit

ates of the transmitter radios, their communication ranges, mes-

age sending intervals, message lengths, sensitivity of the receivers,

inimum energy detection of receivers among other parameters. It

s assumed that all nodes communicate securely, therefore the lis-

eners are unable to access the content of the captured messages.

uration of reception, message length, inter arrival time (IAT), car-

ier frequency, bandwidth and bitrate are obtained as features us-

ng the data captured by the listeners. 

Since the objective is to classify transmission sources, we con-

ider the data received by the three closest listeners (using the

ower of the received signal) of each transmission source. The

uration, message length and IAT of the messages received by

ach listener is averaged every five minutes, which results in 108

12 × 3 × 3) features in total. Adding the latter three parameters

fixed for each transmission source) gives the full feature vector

f 111 features. Using the collected data, we create two training

atasets, train C , train D and two test datasets test C and test D . The

wo training datasets consist of 95% civilian data points and 5%

ogue agent data points, while the two test datasets consist of

0% civilian data points and 20% rogue agent data points. In both

rain D and test D , the rogue agent data points are distorted (i.e.,

hey deliberately changed their communication patterns to deceive

he learner). 

earning model . We choose 20%, 40%, 60% and 80% of the input

imension as the dimensions to which the datasets are projected.

y performing a grid search for parameters using only clean data,

e set ν = 0 . 13 and γ = 0 . 009 . Identical parameter values are used

n the OCSVM with a RBF kernel in the input space as well as in

he OCSVMs that used kernel approximations in the lower dimen-

ional spaces. 

ame formulation . Finally, we model the interaction between the

ogue agents and the listeners as the bimatrix game explained in

ection 4.1 . Since the adversary can vary the severity of attacks

uring the initial stages of system deployment (i.e., data collection)

y changing their communication parameters, we select four such

ommunication patterns as the finite set of actions available for

he adversary. If the adversary does not carry out an attack, we

onsider s attack to be 0. If the rogue agents closely mimic the civil-

ans (resulting in a small shift of the margin) we consider s attack to

e small. Conversely if rogue agents change their patterns to ones

hat are significantly different than those of the civilians, we con-

ider s attack to be larger. As the learner uses the projection based

ethod to detect adversarial samples, the dimensions to which the

ata is projected will be used as the set of actions available for the

earner. 

 M 

∈ { 0 , 0 . 3 , 0 . 4 , 0 . 5 } , a L ∈ { 20% , 40% , 60% , 80% , 100% } . (13)

We present the outcome of the game in Section 7.3 . 

. Results and discussion 

We demonstrate the effectiveness of the first part of the pro-

osed defense mechanism (i.e., selective nonlinear projection) on

hree benchmark datasets. As most real world data are not linearly

eparable, we focus on the performance of nonlinear random pro-

ections using the indices introduced in Section 4 when an active

dversary is conducting a directed attack by maliciously distorting

he data. We extensively investigate the effectiveness of the de-

ense framework under different attack configurations (i.e., s attack 

nd p attack values) when the adversary is using the attack model

escribed in Section 3 . Then, we present the outcomes of the game

https://goo.gl/xDYD2k


S. Weerasinghe, S.M. Erfani and T. Alpcan et al. / Pattern Recognition 96 (2019) 106985 9 

Fig. 5. The performance of OCSVMs under attacks on integrity when the training takes place in different dimensional spaces. The left column compares the f-scores of 

OCSVMs trained on train C and train D against the two test sets: test C and test D . The middle column shows the corresponding AUC values for each dataset. The right column 

compares the FNRs of OCSVMs under an integrity attack (i.e., trained on train D and evaluated using test D ). 
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resented in Section 4.1 using two datasets. Finally, to further eval-

ate the robustness added by the framework, we compare its effec-

iveness against other related attack/defense strategies in the liter-

ture. 

.1. OCSVM results 

Fig. 5 presents f-scores, AUC values and FNRs at different pro-

ected spaces under adversarial distortions. For f-score and AUC

alues, we present four results; when (i) trained using train C , and

ested with test C ; (ii) trained with train C and tested with test D ; (iii)

rained with train D and tested with test C ; and finally (iv) trained

ith train D and tested with test D . We present the FNR values when

he models are trained with train D and tested with test D . 

Absence of an attack . First, in the absence of an attack (i.e.,

rain C |test C ), the classification performance of OCSVMs (i.e., f-

core) trained on nonlinearly projected data are close to the perfor-

ance of the OCSVM trained on the input feature space (2% lower

n MNIST, 1% and 8% higher on CIFAR-10 and SVHN). In some cases

e.g., SVHN where the images contain parts of the adjacent digits,

aking the data noisy) we see that the f-score can be higher in

ower dimensional spaces than the input dimension OCSVM. We

peculate that this occurs because a clearer separation can occur

mong data points from different classes when data is projected to

 lower dimensional space, as shown in [12] . 

Under an attack on integrity . We observe that the f-scores of

rain D |test D in all three datasets, across all the dimensions, are up

o 1% less than the f-scores of train C |test D . Even though the dif-

erence is not large, this indicates that a OCSVM trained on clean
ata can identify adversarial samples better than a OCSVM trained

n distorted data. Consequently this shows that OCSVMs are not

mmune to integrity attacks by design, and by carefully crafting

dversarial data points, adversaries can increase the classification

rror of OCSVMs. 

A comparison of the f-score in the train D |test D case shows an

ncrease in f-score when the proposed defense algorithm is used

ompared to an OCSVM in input space. The increased f-score con-

rms that by projecting data to a lower dimensional space using

 carefully selected direction, we can identify adversarial samples

hat would not have been identifiable in the input space. This is

urther supported by the figures on the rightmost column, which

how the average false negative rates of the OCSVMs under dif-

erent levels of integrity attacks. We find that there is a signifi-

ant improvement in detecting adversarial samples under the pro-

osed approach compared to a OCSVM in input space (e.g., 7.25%

n SVHN, 9.75% on CIFAR-10, and 24.87% on MNIST). The AUC val-

es shown by the figures in the middle column of Fig. 5 further

upports this. As reducing data to low dimensional spaces results

n a loss of information, we believe that when the data dimension-

lity is reduced below a certain threshold, the performance would

tart to degrade. 

Effectiveness of the compactness index . The effectiveness of

he compactness index for selecting projection directions can be

een by the difference in FNRs in the figures on rightmost column

n Fig. 5 . Although random projection directions have resulted in

igher FNRs compared to selective projection directions in most

est cases, it is possible for a randomly sampled direction to be

ne that minimizes the adversarial distortions. But the probability
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Fig. 6. The performance of binary SVMs under attacks on integrity when the training takes place in different dimensional spaces. The top row compares the f-scores of 

SVMs trained on train C and train D against the two test sets: test C and test D . Fig. 6 d and e show the corresponding AUC values for the MNIST and CIFAR-10 datasets. Fig. 6 f 

shows the FNR of binary SVMs under an integrity attack (i.e., trained on train D and evaluated using test D ). 
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of obtaining such a direction will be low due to the large number

of possible directions available for high dimensional datasets and

would depend significantly on the distribution of the data clouds.

An alternative approach to finding good directions would be to

train an anomaly detection model on every projected dataset and

test its accuracy on a validation set. But the proposed index would

be able to achieve this with much less computational burden. 

7.2. Binary SVM results 

Absence of an attack . Fig. 6 a–c present the f-score values

at different dimensional spaces when the adversary distorts 20%

(i.e., p attack ) of the training data. We show the average f-score

along with the standard deviations when the attack severity varies

from 0.3 to 0.6. Compared to the anomaly detection scenario us-

ing OCSVMs, the binary SVM trained on the input space with a

RBF kernel outperforms the SVMs in the projected spaces when

the training and testing data are clean (i.e., train C |test C ) (e.g., 6.47%

on SVHN, 4.64% on CIFAR-10, and less than 0.01% on MNIST). 

Under an attack on integrity . Under adversarial conditions, the

opposite can be observed with the defense framework giving bet-

ter performance in terms of f-score (e.g., 5.19% on SVHN, 3.22% on

CIFAR-10, and 1.39% on MNIST) (i.e., train D |test D ). This characteris-

tic is often found in defenses against adversarial examples where

there is a trade-off between the learners’ performance in the ab-

sence of attack, and their robustness under attack. Improving ro-

bustness often causes a decrease of the performance in the ab-

sence of attack. The resistance added against integrity attacks by

our proposed approach is confirmed by Fig. 6 f, which shows the

average false negative rates of the classifiers under the different

attack severities. Again, we find that there is a significant improve-

ment in detecting adversarial samples compared to the SVM in

the input space (e.g., FNR reduction of 9.70% on SVHN, 13.15% on

CIFAR-10, and 2.47% on MNIST). 

Fig. 6 d and e show the AUC values for MNIST and CIFAR-10

that correspond to the f-score values in Fig. 6 a and b. Although

the AUC values for CIFAR-10 show the effects of the adversary’s at-

tack on the performance of the SVM, the AUC values for MNIST

fail to exhibit the attack’s effects (where as the f-score values do).

The AUC value represents the classification performance of a SVM
round the separation boundary obtained from training, where as

he f-score represents the performance of a SVM at the selected

eparation boundary. Therefore the AUC values can be considered

s a supplementary result that supports the f-score and FNR re-

ults. 

We also observe that for CIFAR and SVHN, when the dimension

s reduced below 40% of the input dimension, the performance

tarts to degrade. We postulate that the explanation of this ef-

ect is the reduction in distance between classes with the dimen-

ion. As we reduce the dimension of the projection, we are able to

educe the effects of the adversarial distortions. But at the same

ime, there is a significant loss of useful information due to the

imensionality reduction. Due to the interplay between these two

actors, the performance of SVMs reduces as we decrease the di-

ension beyond a dataset dependent threshold. 

Effect of lar ge percentages of attack data during training . 

ig. 7 depicts the FNRs of binary SVMs in different dimensional

paces when the adversary increases the percentage of distorted

ttack points in the training set from 10% to 40%. As expected, we

ee that when p attack ) increases, the FNRs also increase. It should

e noted that while an adversary theoretically has the ability to

rbitrarily increase the number of attack points in the training set,

n real world applications, greedily increasing the attack percent-

ge would inevitably make the attack obvious. 

.3. Outcomes of the game 

Fig. 8 shows the payoff matrix of the adversary and learner

hen the deterministic game described in Section 4.1 is played on

he MNIST dataset. By considering the best responses of both play-

rs, we obtain the Nash equilibrium solution to the game, which

s s attack = 0 . 3 and 20% of the original number of dimensions. We

bserve that these strategies are in fact the dominant strategies

or both players. In a dominant strategy, each player’s best strat-

gy is unaffected by the actions of the other player, which gives a

tronger outcome than the Nash equilibrium. Based on this result,

e conclude that it is in the best interest of the learner to always

roject data to 20% of the original number of dimensions. 

Similarly, Fig. 9 shows the payoff matrix of the adversary and

earner for the Omnet simulation dataset. As per Proposition 3.1 by
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Fig. 7. Comparison of the FNRs of binary SVMs when the adversary changes the percentage of distorted attack points in the training set (i.e., p attack ) from 10% to 40%. 

Fig. 8. The utility matrix of the game played on MNIST, depicting the outcomes. 

The adversary is the row player and the learner is the column player and payoffs 

are displayed as (adversary utility, learner utility). The highlighted cell is the Nash 

equilibrium solution. 

Fig. 9. The utility matrix of the game played on simulation data, depicting the out- 

comes. The adversary is the row player and the learner is the column player and 

payoffs are displayed as (adversary utility, learner utility). The highlighted cell is 

the Nash equilibrium solution. 
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asar and Olsder [34] , any deterministic bimatrix game that uses

 positive affine transformation of the utility functions described

n Section 4.1 used in this game would also have the same Nash

quilibrium strategies for both players. 

The Nash equilibrium solution to the game in this scenario is

 attack = 0 . 4 and 40% of the original number of dimensions. If the

earner deviates from the Nash equilibrium solution unilaterally,

here can be a reduction to its utility value up to 0.04. Similarly,

f the attacker deviates from the Nash equilibrium solution unilat-

rally, the reduction to its utility would be up to 0.4. Therefore

t is in the best interest of the learner to always project data to

0% of the original number of dimensions, and the attacker to use

n attack severity of 0.4 in this particular problem. The average f-

core values and FNRs are shown in Fig. 5 g and i for the different

imensions. The results show that the proposed framework can be

uccessfully utilized in a practical application scenario such as this.

.4. Comparison of defense framework 

We compare the effectiveness of the proposed framework

gainst related attack strategies and defense algorithms in the lit-
rature. First, we evaluate the performance of the algorithms when

here is no attack present (NA). Then, we compare the performance

gainst the Restrained Attack (RA) introduced by Zhou et al. [9] , Poi-

oning Attack (PA) by Biggio et al. [7] and the Coordinate Greedy

CG) attack proposed by Li et al. [10] . We also compare the perfor-

ance against the online Centroid Anomaly Detection (CAD) ap-

roach proposed by Kloft and Laskov [24] with the nearest-out re-

lacement policy, LS-SVM proposed by Suykens and Vandewalle

23] and a Logistic Regression (LR) learner. The training and test

atasets are generated in the same way as in our previous exper-

ments. The regularization parameter C of LR was selected by per-

orming a grid search on a clean data set. 

The optimal strategy for the learner (i.e., 20% of the original

umber of dimensions) is selected using the game outcome in

ection 7.3 and is used for all three datasets when the defense

ramework is used. Table 3 gives the FNR of each defense mecha-

ism averaged over five cross validation sets. We see that the SVMs

rained with the defense framework (SVM Fw and OCSVM Fw)

ave an increased ability to accurately detect adversarial samples

uring test time. For classification, the SVM with the framework

SVM Fw) has lower FNRs compared to the other learners in all

est cases except for CIFAR-10 under PA and CG. Under PA, LS-SVM

as a 1.9% lower FNR and under CG, LS-SVM has a 2.3% lower FNR.

or anomaly detection, the OCSVM with the framework (OCSVM

w) outperforms the other learners with consistently lower FNRs

n all test cases. 

We also observe that in the absence of an attack (i.e., NA), the

erformance of the SVMs with the defense framework are rela-

ively less compared to the other learners. For classification, the

VM with no defense has a 0.6% lower FNR on CIFAR-10 and LS-

VM has a 0.7% lower FNR on SVHN. For anomaly detection, CAD

as lower FNRs of 7.91% and 1.2% compared to OCSVMs with the

efense framework when tested on MNIST and CIFAR-10. On SVHN

owever, the OCSVM with the framework has a 0.4% lower FNR.

ote that the decrease in performance is relatively less compared

o the advantage gained in the presence of an attack. This may

e due to the fact that the RKS algorithm [11] only approximates

he actual kernel matrix in a low dimensional space, therefore it

s likely that some useful information is lost during the transfor-

ation. From this extensive comparison, we see that the defense

ramework is able to consistently reduce the FNRs across different

ttack strategies compared to other learners. 

In summary, the above experiments demonstrate that (i)

CSVMs and SVMs are vulnerable to adversarial attacks on in-

egrity , (ii) the performance in the projected spaces, when there

re no attacks, is comparable to that in the input space, but with
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Table 3 

A comparison of the discrimination power (FNR) of the defense framework against 

different learners and attacks. The best results are highlighted in bold and columns 

corresponding to the proposed defense framework are highlighted in grey. 
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less computational burden, and most importantly, (iii) by project-

ing a distorted dataset to a lower dimension in an appropriate di-

rection we can increase the robustness of SVMs w.r.t. integrity at-

tacks. 

8. Conclusion 

This paper presents a theoretical and experimental investigation

on the effects of integrity attacks that poison the training data and

affect the learners in the course of training. We introduce a unique

framework that combines nonlinear data projections using novel

ranking indices that we introduce, together with SVMs and game

theory. Through the network simulation we show that the flexi-

bility of the proposed framework allows it to be applied to real

world security applications. Our numerical analysis focuses on the

performance of the proposed defense framework under adversar-

ial conditions. The results suggest that SVMs and OCSVMs can be

significantly affected if an adversary can manipulate the data on

which they are trained. For each dataset, with very high proba-

bility, there is at least one dimensionality and projection direction

that can accurately identify adversarial samples that would have

been missed by a SVM or a OCSVM in the input space. Therefore,

our approach can be utilized to make SVM based learning systems

secure by (i) reducing the impact of possible adversarial distortions

by contracting and separating data points from different classes in

the projected space, and (ii) making it challenging for an adversary

to guess the underlying details of the learner by making its search

space unbounded through a layer of randomness. 
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Appendix A. Proofs 

A1. Proof of theorem 1 

Proof: Let ˜ α be the vector achieving the optimal solution in the

projected space when adversarial distortions are present. Then, the

solution for the primal problem in the projected space with adver-

sarial distortions, defined as ‖ w 

∗
pt ‖ 2 , can be obtained as 

∥∥w 

∗
pt 

∥∥
2 

= 

∥∥ ˜ αT C 
∥∥

2 
. (A.1)
sing the cosine angle-sum identity on the matrix defined by

q. 7 (the symbol � denotes the Hadamard product for matrices),

w 

∗
pt 

∥∥
2 

= 

∥∥ ˜ αT 
(
C X � C T 

)
− ˜ αT 

(
S X � S T 

)∥∥
2 
. (A.2)

sing the reverse triangle inequality we obtain 

w 

∗
pt 

∥∥
2 

≥
∥∥ ˜ αT 

(
C X � C T 

)∥∥
2 

−
∥∥ ˜ αT 

(
S X � S T 

)∥∥
2 
. (A.3)

rom the constraint conditions of the OCSVM problem (8) , we get

 

T ˜ α = 1 . Also, as sin (θ ) ∈ [ −1 , 1] the inequality can be further sim-

lified as, 

w 

∗
pt 

∥∥
2 

≥
∥∥ ˜ αT 

(
C X � C T 

)∥∥
2 

− √ 

r . (A.4)

Due to Assumption 1 , using small-angle approximation on C T ,

e obtain 

w 

∗
pt 

∥∥
2 

≥
∥∥ ˜ αT 

(
C X �

(
1 − T A � T A 

2 

))∥∥
2 

− √ 

r . (A.5)

Applying the reverse triangle inequality to the first term on the

ight hand side, we obtain 

w 

∗
pt 

∥∥
2 

≥
∥∥ ˜ αT C X 

∥∥
2 

−
∥∥ ˜ αT 

(
C X �

(T A � T A 

2 

))∥∥
2 

− √ 

r . (A.6)

s the training data is normalized between ( 0 − − 1 ), the maxi-

um distortion magnitude that can be achieved is 1. Also, for any

, cos ( θ ) ≤ 1. Therefore, C X � ( T A �T A 
2 ) on the right hand side can

e replaced by a n × r matrix where each entry is 1 
2 . Also, 1 T ˜ α = 1 ,

he inequality can be further simplified as, 

w 

∗
pt 

∥∥
2 

≥
∥∥ ˜ αT C X 

∥∥
2 

−
√ 

r 

2 

− √ 

r . (A.7)

Since the optimization problem is a minimization problem, as

hown in (8) , the optimal solution for the OCSVM without any dis-

ortion (i.e., α∗) would give a value less than or equal to the value

iven by ˜ α. Thus, 

α∗,T C X 
∥∥

2 
≤

∥∥w 

∗
pt 

∥∥
2 

+ 

3 
√ 

r 
2 

, 

w 

∗
p 

∥∥
2 

≤
∥∥w 

∗
pt 

∥∥
2 

+ 

3 
√ 

r 
2 

. 
(A.8)

2. Proof of theorem 3 

Proof: Let ˜ α be the vector achieving the optimal solution in the

rojected space when adversarial distortions are present. Then, the

ptimization problem of the OCSVM in the projected space with

dversarial distortions is given by 

minimize 
α

1 

2 

‖ αT (X + T ) A ‖ 

2 
2 , 

subject to 0 ≤ α ≤ 1 
νn 

and 1 

T α = 1 . 

(A.9)

https://doi.org/10.13039/501100000923
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As any dataset can be aligned in a manner that compels T to be

ositive and because X ∈ [0, 1], using the reverse triangle inequality

e obtain, 

 (1 − δ) |‖ αT X A ‖ 2 ≤ ‖ αT (X + T ) A ‖ 2 . (A.10)

Let Z pt ( ̃  α) be the optimal value of (A.9) . Define next 

 p ( ̃  α) := ‖ ̃  αT X A ‖ 

2 
2 (A.11)

hich is the optimal value without any malicious distortion (T =
) . Then, it follows from (A.10) , 

 p ( ̃  α) ≤ Z pt ( ̃  α) 

| (1 − δ) | 2 . (A.12) 

et Z ( α∗) denote the optimal value for the optimization problem in

he input space. Although ˜ α is feasible, it is not an optimal solu-

ion. Therefore, by definition, Z(α∗) ≤ Z( ̃  α) . 

Then, using the singular-value decomposition (SVD) of X, we

et, 

(α∗) = 

1 

2 

α∗T X X 

T α∗, 

= 

1 

2 

α∗T U
(V 

T V )
U 

T α∗, 

= 

1 

2 

α∗T U
(E + V 

T AA 

T V )
U 

T α∗, 

= 

1 

2 

α∗T U
V 

T AA 

T V 
U 

T α∗ + 

1 
2 
α∗T U
E
U 

T α∗, 

(A.13) 

here α∗ is the vector achieving the optimal solution in the input

eature space without adversarial distortions and 

 p ( ̃  α) = 

1 

2 

˜ αT X AA 

T X 

T ˜ α, 

= 

1 

2 

˜ αT U
V 

T AA 

T V 
U 

T ˜ α. 

(A.14) 

By substituting (A.14) into (A.13) , 

(α∗) = 

1 

2 

˜ αT U
V 

T AA 

T V 
U 

T α∗ + 

1 
2 

˜ αT U
E
U 

T ˜ α

≤ 1 

2 

˜ αT U
V 

T AA 

T V 
U 

T ˜ α + 

1 
2 

˜ αT U
E
U 

T ˜ α

= Z p ( ̃  α) + 

1 
2 

˜ αT U
E
U 

T ˜ α. 

(A.15) 

The second term of the above equation can be further analyzed

y taking Q = ˜ αT U
 (note that V T V = I) 

1 

2 

˜ αT U
E
U 

T ˜ α ≤ 1 
2 
‖ Q‖ 2 ‖ E‖ 2 ‖ Q‖ 2 , 

= 

1 

2 

‖ E‖ 2 ‖ Q‖ 

2 
2 , 

= 

1 

2 

‖ E‖ 2 ‖ ̃  αT U
V 

T ‖ 

2 
2 , 

= 

1 

2 

‖ E‖ 2 ‖ ̃  αT X ‖ 

2 
2 . 

(A.16) 

Using the above result, (A.15) can be written as 

(α∗) ≤ Z p ( ̃  α) + 

1 

2 

‖ E‖ 2 ‖ ̃  αT X ‖ 

2 
2 . (A.17)

The following steps result in a bound for the second term of

he above equation. 

| ̃  αT X X 

T ˜ α − ˜ αT X AA 

T X 

T ˜ α| 
 | ˜ αT U
V V 

T 
U ̃  α − ˜ αT U
VAA 

T V 

T 
U ̃  α| , 
 | ( ̃  αT U
(V V 

T − VAA 

T V 

T )
U ̃  α) | , 
 | ˜ αT U
E
U ̃  α| , 
‖ E‖ 2 ‖ ̃  αT U
V ‖ 

2 
2 , 

 ‖ E‖ 2 ‖ ̃  αT X ‖ 

2 . 

(A.18) 
2 
The above inequality can be rewritten as 

‖ ̃  αT X ‖ 

2 
2 − ‖ ̃  αT X A ‖ 

2 
2 

∣∣∣ ≤ ‖ E‖ 2 ‖ ̃  αT X ‖ 

2 
2 . (A.19)

Thus, as shown in [36] , using (A.11) 

 ̃  αT X ‖ 

2 
2 ≤

1 

1 − ‖ E‖ 2 

‖ ̃  αT X A ‖ 

2 
2 

≤ 1 

1 − ‖ E‖ 2 

Z p ( ̃  α) 
(A.20) 

From (A.12) and (A.17) , by taking λ = 

1 

2 

‖ E‖ 2 
(1 − ‖ E‖ 2 ) , 

(α∗) ≤ Z p ( ̃  α) + 

1 
2 

‖ E‖ 2 

(1 − ‖ E‖ 2 ) 
Z p ( ̃  α) 

= (1 + λ) Z p ( ̃  α) 

= (1 + λ) 
Z pt ( ̃ α) 

| (1 −δ) | 2 

(A.21) 

By definition, w 

∗ = α∗T X and w 

∗
pt = ˜ αT X . Therefore, Z(α∗) =

1 
2 ‖ w 

∗‖ 2 2 , Z pt = 

1 
2 ‖ w 

∗
pt ‖ 2 2 . 

 w 

∗‖ 

2 
2 ≤

(1 + λ) 

| (1 − δ) | 2 ‖ w 

∗
pt ‖ 

2 
2 . (A.22)
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