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AbstracN An important challenge in network management  However, another importacharacteristiof data streams,
and intrusion detection is the problem of data stream  OconcepévolutionO, has rarely been addressed in previous
classification to identify new and abnormal traffic flows. An  studies [1][6][13]. Concept evolution occurs when new
open research issue in this contextis concept-evolution, classes emerge in records. Most traditional data stream
which involves the emergence of a new class in the data  classifiers assumethat the number of classes remains
stream. Most traditional data classification techniques are constant over time. lthereal world, however, evolution of
based on the assumption that the number of classes doesnot & new class may happen frequently in data peter
change over time. However, that is not the case in real world Determining and resolving throblemis of vital
networks, and existing methods generally do not have the  importance to certain high security systems sucheasork
capability of identifying the evolution of a new class in the traffic analysis intrusion detection or fault detection as they
data stream. In this paper, we present a novel approach to ~ are very sensitive to any slight chandg¢owever user

the detection of novel classes in data streams that exhibit ~ behavioris constangt changing in networks.

concept-evolution. In particular, our approach is able to  In this paper, we build on the previous workMdsud et al
improve both accuracy and computational efficiency by  [1] to address tleedata stream problemin our study, we
eliminating “noise” clusters in the analysis of concept  address the problems of infinite length, conedyift and
evolution. Through an evaluation on simulated and  concept evolution. We introduce a stepstep novel class
benchmark data sets, we demonstrate that our approach  detection technique which greatly enhances the
achieves comparable accuracy to an existing scheme from  performance ofprevious worksand ccreases the risk of
the literature with a significant reduction in computational ~ false-alarms The techniqueconsists of the following stages.

complexity. First, in the training procedurea set of cluster based
decision boundaries are built as thasis for anomaly
Keywords anomaly detectiongoncepievolution concej- detection Secondany outliers are detectedhasel on these
drift; novel classletection decision boundaries. Finally, threesteps we eliminate the
outliers to make an informed decision abarty novel
1INTRODUCTION classes that have emerged in the data stream.

Data stream iming is the process of extracting hidden We introduce anew measure, to detect false negative
knowledgeor patterns fromcontinuoussequence®f data  instances and purify the outliers, knownPRasutliers. This
records It is mostly used fomnalyzingrecords in sensor reduces theerror rate and helps overcome the problem of
networks, financial transactions, fraud detectionweb concepidrift. In the next stepwe employ a measure called
searches and computer networlaffic. For example, in the discrete Silhouette Coefficient to determine the cohesion

computer networks there is a need to choose the main typ@g'ongP-outliers,and the separation fromther records in
of traffic flows, so that we can detectabnormal and thetrainingdata This measue allowsus to differentiatehe

malicious traffic. The challenge in thimontex is how to P-outliers meeting the requirements of novel instances.

model Onormal® behavigiven that the traffic pamsare ~ Finally, we apply a grapbased technique to identify
constantly evolving over time multiple novel classes. To improve this approach, we

Specifically, in data stream classification, the temporalintroduce a complimentariechniquethatis able to detect
behaviorand dynamic nature of streamqssea number of and eliminateany unneededclusters thatarise from the
open challenges. Two weltudied and challenging clustering step _ .

problems are Oinfinite length® and Ocomtrétd. As far as We evaluated our algorithm with Benchmarknetwork
the first problem is concerned, traditional mpiss dataset. The training and testiigita were both selected
algorithms are not practical, since they require infiniteffom the KDD Cup 1999.In comparison to an existing
storage to keep all records foritiag purposesTo tackle ~Me&hod [1], our results show that our method gives
this problem, several solutions have been proposed [3], [4imProved accuracy with up toa 25% reduction in

The second prdém, concepdrift, occurs when over time Ccomputation time.

the underlying concepts and statistical properties of datahe rest of the paper is structured as folloBection2 gives
changein an unforeseenway. Therefore, classificatn @ general survegf related work in data stream classification
models need to be constantly modified and updated. Sever@d novel class detectioSection3 gives an overview of
solutions to this problem have been proposed [5] [7] [15]. ©Ur approach.Section 4 describes and illustrates our



algorithm in detail.Section5 presents our experiments and topological shapes, which is not always true in real datasets.
results. Section 6 concludes withdirectons for further A few studies have used a mudtass classifier for detecting

research. novel classeq1][13]. While [13] has not examined the
occurence of multiple novel classeql] propose a
2 RELATED WORK classification and novel class detectteahnique This study

Our approactaddresse$oth data stream classification and not only tacklesthe challenge ofnfinite length, concept
novel class dettion. In the following wediscussseveral ~ drift and concept evolutiofn data streams, butan also

previous studies in these areas. handlethe simultaneous appearance of more than one novel
class as well.
2.1DATA STREAM CLASSIFICATION Masud et al[1] chose Kmeans as tlieclustering method.

Data stream ining has beeran active research topign ~ Although, Kmeans clustering is one of the popular
recent years, and the resulting techniques gererally be clus.terlng methods |n.dajm|_n|n.g an.d intrusion detection
classified ifto two main categories: single model and [2], it hagseve.al potential limitations in th|$onte>t_. One of
ensemble model classification. The first category include&1€ main disadvantages of -iKears clustering that
studies that, to address conedift, incrementally modi ~ Significantly affects the performance of sieeproposed
and update a single classification model. An example of th@PProach isthe predefined number of clusters this
single method study is [8]; it proposedramework, which clustering method, the number of clusters shdgdcblefmeql
can adapt micrelusters quickly to changesin the by the user The valueK plays a determining role in
underlying data strean®@therstudies include [7], [11], [15], Preducing the final result. Opting for a lowealue of K,

[16]. The second category includes studies that repace respective to the operation of.-rNeans, generates larger
older model witha high errorrate with a newer, more clusters to cover all the potential novel classes. The larger
accurate model. One such study, for examgwajuateshe the sizes oftlusters, the higher Fhe probability of covering
newly trained classifiers in the ensemble basedthmir outliers. On the other hand, a high valuekofesults in the
expected classification accuracy [5]. Since the ensemb@_eneranon of unneeded cl_usters that only contgm outliers.
model is more accurate and efficient in handling concept=inally, both approachesanincrease the falspositive rate
drift and can efficientlyupdate the current model, we have ©f the algorithm. In tis study, we followthe approach of
chosen thisapproach. Our approach, however, differs byl[1], butimprove itin a number of ways. .

making a more practial method of outlier detectioiwe To aI.IeV|ate theproblems of K-means, we introduce a
also consider novel class detection, which has not bedfChniqueto removeany superfluougenerated clusters. In

addressed itheseprevious studies. our approach we prefer to define the valueKoslightly
higher toprevent losing novel instances and decreasing the
2.2NOVEL CLASS DETECTION detection rate. In contrast, vigentify thoseclusters with a

low density and high intrinstance distances. These clusters
are not genuine novel classes and they migabeledas
novel clases By doingso, we give sufficient flexibility to
the K-means algorithm to recognize the héghdensity
n%j\sses, maximizing novel instance identificatiom
addition we remove the extra clusters to minimize the error
rate.
(Plote thatidentifying ineligible clusters not only reducts
alse-positive rate, but also impros¢éhe performance of the
algorithm andreduces the overhead.h& computational
complexity of the algorithm islsoreduced substantiallyy
eliminatinginappropriateclusters

Markou and Singh [10] classify novdly detection
approaches into two main categories: parametric reord
parametric. In parametric approash a given data
distribution isconsideredand the distribution parameters
from the normal data are measured. If any test data does
follow this distribution, it is assumed to be a casa nbvel
instance [12]. Our approach is nparametric, meaning it is
not constrained to any data distribution. Some examples
non-parametric approaels include kernelbased method
[9] andk-nearest neighbor {KIN) base approacks[16].
There are two mai differences between our approach and
the aboveapproaches. Firstmost of these approaches are
ba_seq on the assumption that the normal model is stati§. pre| IMINARIES

This indicates, for example, that concelpift does not occur o

in the dataset. Our approach, howeverable to identify We use the ensemble_moqlel fdata stream cIaSS|f|<_:at|on
novel classes even wherete is concepdrift. Second the whereour stream classme_r is an engembldbe;Iasmﬁers,
other approaches onliest if there is a major difference C={C1.E,Cwm}. The stream is divided intequal size chunks,
between a test instance and the training data. However, #"d each chunis used totrain ak-NNbasel classification
addition to estating the difference betwedsst data and Model.This inputfor k-NN is a set of training instances
the normal data, we consider the similarities among the te§@t@ records We employeda semisupervised K-mears
data. clustering algorithmto buildK clusters for each chunk
Spinosaet al. [14] apply a clustefbasedtechniqueto data  1hese clusters represent the classification modéls.
streans to detect novel classes. Thischniqueconsiders ~Summary of each clustés saved.comprisingthe centroid,

only one normal class and assumes all others as novéadius and theumberof data instances the cluster The
clases As a result. it is not suitable for muttiass Centroid of a cluster ithe center omeanof all its instances.

detection, where multiple classes amnsideredas normal. The radius of a cluster is the distance from the centroid of
Our approach, however, is more efficient as it does ndf'® cluser to its farthest datpoint (belonging to the
depend on the number of existing classes. What is moré&luster). Howeveralthough the cluster summaries are kept,

Spinosaet al. [14] considernovel classes as having convex the raw datgoints cannot be discarded since they are
required for moreaccurate novel class detectidn.Section



4.2, we examinethe trade df betweenmemory space and
accuracy. 3
Before describing our approach, we formally define the ke

concepbof anovel class.

t
Definition 1 (Decision Boundary).The union of the A \ P I
classification models constitutethe decision boundag, . (\ I
which is used as the basos outlier detection. T J

Definition 2 (Novel class and Existing classp class! is HENEY . H#E%&(

identified as a novel class if and onlyitifdoes not occurin = |+ Zp. -7 o s a'n, c %" 1

any of theM classifiers. Otherwise, it is an existing class. In .' . . O w o @ .' . . O oo

other words, when any of the classiBC; has been trained e LT ., LT T LLABC

with the instances of classthe class is indicated as an | * - . L 'Ci te e ..

existing class. AT MR S e - (5B e
g -\ /. £ e, - ) . .

HO - S~ L
4 PROPOSEDAPPROACH L J' LI Q

In this paper we propose oenhanced and time efficient

approach taovel class detection iiour main stagesas can "4$%&1) : "HEYRI*

be seen in Figure.1At the first stage the outlierson the

fringe of clusters such as instanden Figure 2(Stage 1) Existing Instances BN Test Instances

are detected anldbeledasbelonging toexisting classest W Mislabelled Instances | Ineligible Novel Instances |
the secondstage the regions witha high density of outliers ' :
are identified.Next, the approximate number of novel Figure 2. lllustration of the main four stageghe appoach

clusters present in the test dats determined and any
ineligible clusters are identified and eliminated. Finally, any4-1/DENTIFYING AND PURIFYING OUTLIERS

closely connected clusters are merged. Definition 3 (Existing Instance and Outlier).In order to
detect outliers, we require a decision boundary that defines
*11\34e_tfc;ir;gd l}?er}:u;ying *zeEtlrpgmzitr]}g Merging the border betweethe outliersand the existing classes. The
E):isssinze R:’.ggioni[:)sflty melli';ilﬁi " E;’a:rslzsted test ir_lz_;tances p_laged inside_ (or on) the decision boundary are
Instances Outliers Classes classified as existing class instances. On the other hand, the

testdata placed outside decision boundaries afl classes
Figure 1.lllustration ofthestages of proposed approacBteps marked are classified as outliers.
with an asterisk have been introduced by us, whiééwo other steps were  Similarly, a test dataecordis defined as an outlier if it is
introduced in [1] outside the radius of all the existing clusters. As a result, the

. : . instancesthat are outside the cluster surface but still very
The open problem that we address is how to identify NeWlose to them are considered as outliers. For exarspe,

clusters in the test data, given that we do not know a priof1iq pointin Figure 2 However, this might occur
hov;/hmdany nehw cIu;]ters ap:-rese?t. dASt a reSL(Jth,chulstetnng frequently because of noise or conedyift, causingnormal
met 0as Siz:t asf-thearlls n_]tﬁy Eflfj‘ dutngtee N cusde(;s instances to ligust outside the fringe of a clusteiThis

at are artacts ot the algorithm. 10 detetteseunneeded g ts in an increase in the false alarm rate, due to existing

clusters, we have developed a new techniquesfine the instancesbeing labeledas novel data. To addressthis

set of new clusterdn Figure 2 for gxampleﬂve clustersA, problem, wedefine the concept of theeight of a test
B, C, DandE are generatedat this level But onlyA, B, instance

C andD meet the eligibily condition of novel classes. In
contrast, tusterEis generatedas an artefact from the

difficulty in knowing thecorrect number of clusters a priori nearest cluster with radius ofCr. LetTdbe the distance

As discussed i®ection4.3 in more detail, thisxtra cluster . . : .
is identifiedas an artefact and removdd. the last stage fr_om Instance to _the cen.tr0|d (.)f the clustgr, as |Ilus$(rjated n
| ' Figure 3 Theweightoftis defined asweight(t)=¢""™. If

once onlythe eligible novel classes remain, we construct a . o
graph of connected (close) clusters. This graph, as shown %He, Instance 1S .|n5|de the clugter . the@r!Td., and
Figure 2 (Sage 4) classifies cluster8, BandC asa group We!ght(t)ll (t2 In Figure J. Otherwisefis an outhgr ano!
and that canbe merged into a single clustewhereas the weight()<1 (¢, in Figure 3. The reason for employing this

identified cluster D remaias an independent cluster exponential function is that it generates values ranging from
0 to 1 for outlier instances. The outliers fartiewm the

decision boundary have lawer value ofweight(closer to
0).

Definition 4 (Weight). Lett be a test instance, ahde the



Figure 4.lllustrates theéwo nearest existing and outligrstancedo the

Figure 3 lllustration of centroid distance of twest instance®r weight :
instancet

calculation

In order to identify outliers, first, all the test data is checked€finition 7 (n-SC). LetD,y(x) be the average distance
for records thatare ouside the decision boundary. The from aP-outlier x,to itsn-nearesP-outliers Dyy(X)
detected outliers are temporarily stored in a bufferfepresents the cohesion among the outligr, and
TempBuf However, as discussed earlier, some ofthenclosest outliereighbors In contrast Dygas{X) is the
the TempBuifnstances may be genuine existing instancesiverage distance afto thennearest existing class
misclassified as outliers, i.&ecause of noise or concept instances, and indicates the separatior fodm them.We
drift. Thenwe use the outliepurifying techniqueto remove  definethen-Silhouette Coefficient+8C as:
genuinedata instances from the buffer, calling the remaining
outliersP-outliers. . P )TN ass(M)

nl" (1)1

Y " (I)” nclass(!)!

Definition 5 (Outlier -Purifying). The purifying process is
basedon the weight discussed in Bfinition 4, of each data  The definition RSC returns a value betweeh and 1. A
instance intheTempBuf We define a thresholath=0.7,  positive result shows that has high cohesionwith P-

where f the weight of alempBuinstance is higher than the oytiiersandhigh separatiorfrom class instancedt is closer
wth (0.7<weight<1), we label this data as an existing clasgy other outliers and farther away fronexisting class
instance. Otherwise, if its weight is less tlmrequal tathe  jnstances. The outlietsving negative +8C, can be
threshold, the data is identified a®-®utlier. Algorithm 1 removed from thé@-outliers, since they are regarded as

descriles this step in detail existing data.

It is to be noted that choosingh&gher value ofn gives us
"#$%&'()*+ * #-.&/10,/.12.3% greater certainty and confidence in deciding whethar
"HS85("5)%*+$"1$, +-./0B instance belongs to a novel class. Howevan,isftoo large,
$8931032(+$4+%56($!"#SYEAN 201 + B the algorithm fails to detect a novel class when the number
$9BI$6+9%56(8+-./0!  BB=>$ of novel class instansés less than the value of We finda
$ESBBW--./0!  BAHK'S@D(3%H) value for n empiriclly, asexplained inSection5.
$$F2$%0!
+772$1"$

I"#$%68& ()*-, 456&-17-$8819&#& H.53

4.2NOVEL CLASS DETECTION I#$%& $("S(6+8)%*+$"IS@A0(3%+#)
S 72$7$7+2#+)($"0(39@ AKE KB
In data streams, a major source of outliers can be thge72$7$7+2#+)($+B%)(%75$% BRIG)BE

presence of new clusters due to conaamtiution.Oncethe  $$3%a$H OERDA0(YUBWINS
outliers in the test datehave been detected, we perform $$SEEEEHE3 G 2(+$! EBAO(3YBMO

several computations dhoutliersto recognize the $$STEBR!

occurrence of novel classes. As the first step,regeons  +72$!"#

of P-outlierswith a high density are recognized. As

mentioned i{13] Oa datpoint should be closer to the data In the next step of novel class detection, to distinguisiPthe

points of its own class (cohesion) and farther afsarh the  outliers occurring due to the conceptolution of data

datapoints of other classes (separation)O. In other words,streams, we employ a metric calldte discrete Gini

novel class is constructed if there is sufficient cohesiorCoeffcient We have foundhat if the result of this metric is

among the outliers and enougéparatiorfrom the existing  higher that a given value then we can determine the

classes, presented in Figure 2 (StageT@).acquire this emergence of concepwolution in our stream.

measure, we use the n-nearest neighbor Silhouette

Coefficient (nSC)[1]. Definition 8 (N-rate). Novelty rate (Nrate) is a metric to
determine the likelihood of an outliéelongingto a novel

Definition 6 (n-Nearest Neighbors). The n nearestP-  class.It consists of two partsn the first part the distance of

outlier neighborsof an instancgt, refersto a set ohdata  an outlier to its nearest existing class instance is measured.

points, among all the outliers, having minimum distanceThe higher value, as expected, indicates a greater separation

tot. Similarly, the nearesh existing instances torefersto  The second part calculates the distance of the outlier to its

then closest existing data among all the existing instances aflosest outlierslt should be not that the Nrate is only

all classes. The nearest outliers andsting instances are computed for instances with positiveSC value i.e, high

illustrated witho ande in Figure4, respectively. cohesion withP-outliersand high separation from existing




instancesThe N-rate for eactiP-outlier is obtained by using came up with a threshold fothe Gini Coefficient.
the calculated weight and-3C of that mstance in |t 1" (s)1 Lthen a novel class ideclared and the-
Definitions 4 and 7 respectivelfhe termminweightin the '
N-rate equation indicates the minimum weight of all Bhe

outliers which have positive4$C. The value of NatgX) is
within the range of [0,1], and a higher value implies a*-3DETECTION OF MULTIPLE SIMULTANEOUS

outlier instancesrelabeled as novel clagnstancegl].

greateilikelihood of x being a novel datmstance NOVEL CLASSES
. One of the challenges of novel class detection is recognizing
D e (11 ! M| L1SCI | the evolution of more than one class at the same time. The
TGO s occurrence of multiple new classes in data streams, such

asTwitter [1],is a common scenario. This poses problems
Analyzing the distribution of Nrate values providesa  since it needs to beperformed in an unsupervised
clearer inage of the noveltyf theP-outliers We discretise  environment. To solve this problem, we construct a graph to
the values of Nate(x)into | equalintervals and generate a define he connected componer{teodes), which correspond
cumulative distribution function (CDFJenoted as of the  to a subset of closely related nochisters.
N-rate values where{y; ;i=1,E,m}. Now we apply the
discrete Gini Coefficientmetric GC(s), for a random sample Definition 9 (Connected components) A connecte
of yi, to make the final decision about the noveltgathP- componentrepresents a set of novel classes, such thet
outlier. cohesiorbetween alhovel class instances is higher than the
distance between each pair of the classes (separation).
" | l 0o ”Z!ﬂ!(! P !)!!I Prior to identifying the connected componentsgetimovel
() I AR Y.l : instances, detected iiection4.2, should be classified as
. different novel classes. Since defining the required number

Let y; be the CDF value for thigh interval (1" i "m). We of novel classes (clusters) has a significant impact on the

categorize théehaviorof GC(s)into three maircases: accuracy Of. the final resiive use a cpmbmaﬂon of two
methods. First, we use-Keans clustering tgenerate the

clusters, andopt for an achoice of K value thabver

" (1)1 1 i

g " (1) 1, this occurs when ?” Nate valqes estimats the true number of clusterswhich is defined as
are generally very low and lie in the first follows:
interval. Thery; would be equal to 1 for all the ' Kl 1

intervals. This shes that all the outliers Iy = e
belong to the existing classut are IS

misclassified as outliers. whereNl is the number ohovel instancesK is the initial

‘ s Gt 1) number of clusterandChSizehe chunk sizeK,indicates
e = r (Z'—'>I ! the number of required clusters. After constructing the novel
' wr classeausing Kmeans withK,,, we measure the density of
each clusterThe density ofa novel class can bmeasured

. . .

Il. GC!'')! ——, in contrast with case this by dividing the number of cluster instances by the mean
occurs when all Nate values areggenerally — distance among them.
i ie i i I"#$%
high and lie in the last interval. Therefore, all #5968 ( |

the outliers belong to the novel class. mean!ll .
Theny,=1 andy;=0 for alli < m. This implies

that all the outliers belong to the novel elas In general,K, may not beprecise andnay not return the

After simplification, GC(s) becomes: exact numberof novel clusters.Inevitably, some extra
clusters are generated containing nooaly a few novel

o L prm ('_) _t-t instances along with some outliers or existing instances.
! ! m This leads to an increase in the false alarm ratetackle

L o this problem, we define a thredtidor the cluster density. If
1. Pt =——, this is occurs when the thecluster density is lower than the threshadhge,s=0.5 and
distribution isa mixtureof, for example, some the number of its instances is less than 10, we eliminate that
novel class instances and noise or conceptcluster and its instances from the novel classes. Only the
drift. Therefore, the distribution oilN-rate  novel clusters with high density remain, ian we call
values is relatively uniform across all the eligible classes oe-classes

intervals. The value of;for all intervals isy; = Once theeligible novel classehave beenidentified, we
i/m. After simplification, GC(s) becomes: build a graph G=£V, E) to cetect the connected components,
where eaclof the e-classeds considered as a vertex of G
Mo S (Z{H(mﬂ—!)!), ! -t and is connected to the nearasetgtbor havinga minimum
R DXiiSY S centroid distance. To do so, we ushe Silhouette

Coefficient equation:
To summarizeby examining the three possible cases with NI, P NS
the aim of identifying the evolution of a novel class, we g LTI IHS




where d.nn represents the centroidlistance of am- an existing class is labeled as a member of a novel cass.
classfrom its nearest neighbor, apdnstis the mean false negative (FN) occurs if a member of a novel class is
distance of all thénstances belonging thee-classfrom its  labeled by the algorithm as an outlier or an existing class
centroid. A low value of <SC (closer to zero) indicates that instance.

thee-classis not a tight cluster and is close to its nearesflrue positive (TP) ah true negative (TN) represent the
neighbor. On the other hand, a éyg ¢SC (close tol)  number ofcorrectly detected novel instances, and outlier or
indicatesthat thee-classis a tight cluster and far from its existing class members, respectively.

closest cluster. We introduce a threshiblgt 0.8 such thaif ~ The false positive raté~P-rate) is the ratio otthe number of

the value of €SC is less tharth.we add an edge to G, false positiveinstancesgenerated by the algorithm to the
showing that the two clusters are not separable. total number ofruenegativesand false positive

Once the graph G izonstructed withall the connected ¥ FPrate= FP/(TN+FB

nodes the centroid distance between each pair of adggle Similarly, false negative raté~N-rate is the ratio of the
measured. Let; and"; be two nodes of the graph Ghare  number of false negativéata instance® the total number
D-; and D, are the mean distance of their instances. Wef truepositivesand false negatige

merge the two nodes if theum of D; and D, is twice as ¥ FN-rate = FN/(TP+FN)

much as the distance between tieatersof the two nodes. The detection rate is:

Finally, the final numbeiof novel classess equal to the ¥ DR=1- FN-rate

number of merged clusters plus the unmerged clusters. For

example, inFigure 2 (Stage 4)clusers A, B andC are 5.1SYNTHETIC DATASET

mergedinto one novel class and clusteris defined as a  gyr synthetic dataset consists of three classes. The first class
separate clasalgorithm 3 describgour method in detail: i ysed to build some initial (existing) classes, as can be seer

in Figure 2 Another set of datas used as outliergndis a

I"#$%&'()*.,*456&-17-$88!9&#&#.53 low-density dataset dispersed over twa rangeThe last
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5 EVALUATION

dataset is defined as OnormalQ instaaceémcludes sora
classes with different densitiesnd distances. To evaluate
our approach, first the initial instances are applied to
generate theclassifiers and decision boundamjext, the
algorithm is applied to theinlabeled outlier and normal
data. We appliedoth our approach andhe method of
Masud et a[l1] to the data, and the resulting ,FBR and
procesmg time are shown indble 1. The RC curves in
terms of the resulting’N and DR of the two methods are
presented inFigure 5 The value ofthe Area Underthe
ROC curve (AUC) obtained from thepproach oMasud et
al.[1] is 0.79 while, the AUC of our approach is 0.88/hat

is more, in corparison, the average tife computationtime

of the two approaches reveas almost 25% improvement
when usingour approach.

o
o

The aim ofour evaluation is to measure the accurand

efficiency of our proposed scheme in terimfs detecting

multiple simultaneous novel class In our experiment we
use synthetic datasets to measure taecuracy of our

algorithm and visualize its performanck addition, we

apply a bencimark dataset tevaluatethe applicability of
our approacho a realworld networkingscenario. o
We implemented our novel class detection algorithm in 0 0.2 04 0.6 08 1
Matlab and used the following parameter seging(

(number of initial clusters)l3; C(number of classifiers)=3y
(minimum number nearesheighbory=12 With these
setting we examined our approaalsing variousamounts
of data. For each of the experiments, thise positiveand
false negativeates were calculated.

Since the aim of the algorithm is to detect novel clusters, 8. 2KDD CUP DATASET

OpositiveO is anything labetigcthe algorithm as a m#er  The KDD Cup 1999 dataset waterived from the 1998

of a nowl class. AOnegativeO is anything labetgdthe  pARPA Intrusion Detection Evaluation Program organized

algorithm as outlier or a member of an existing class. Therhy the MIT Lincoln Labs.In this data, anilitary LAN was
a false positie (FP) occurs tven an outlier or a member of

o
o

s===New

Detection Rate
o
B

=l=0ld

©
[N}

False Positive Rates

Figure 5 ROC curves of ourapproach ¢W) and approach ¢1] (Old) on
synthetic data set.



emulatedalong with various types of attacks over a periodwhile reducing the false positive rate compared to an
of nine weeks. The first seven eles of traffic generate the existing approachln addition, this accuracy waschieved
training dataset with about 4.9 million connections. The tw with a reduction in the required computatiime.

other weeks consist of a tedataset with about 300,000

connections, which also includssveraldifferent types of 7/ ACKNOWLEDGEMENT

attacks compared witthe training data. The entirdataset \We thank the MIT Lincoln Lalfor the use of the 1999 KDD
wasgathered from the binary TCP dump and conveitel  Cup datasets. This work was supported in part by the
sets of connection record#/e have extracted a subset of Aystralian Research Council.

this data sefor our evaluation. Each of the records contains

82 various features and a label, defining whether the data is
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