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Abstract— Reconfigurable antenna arrays provide a means for
efficient use of the spatial domain in wireless communication
systems. Despite its potential, the topic is only briefly explored
in the literature. In this paper, we present a comprehensive
theoretical analysis of the performance of reconfigurable systems.
We consider a receiver equipped with multiple reconfigurable
antennas that pick the best state based on the channel between
the transmitter and the receiver. For such a system, we derive a
new expression for the moment generating function (MGF) of the
received signal-to-noise ratio by employing maximal ratio com-
bining. Based on the MGF, we analyze three important perfor-
mance measures, specifically, achievable rate, error probability,
and outage probability. Furthermore, we conduct an asymptotic
analysis incorporating the correlation between reconfigurable
states and show that a reconfigurable system can achieve a
diversity order of the number of antennas times the number
of reconfigurable states. Finally, we discuss the applicability of
reconfigurable antennas in novel wireless networks with large
antenna arrays and distributed antenna systems, highlighting the
performance gains and requirement for fewer RF chains.

Index Terms— Reconfigurable antenna arrays, maximal ratio
combining, antenna selection, Rayleigh fading.

I. INTRODUCTION

MPLOYING multiple antennas at the receiver has been

shown to improve network performance since the early
days of wireless communications. With the time and fre-
quency domain resources largely utilized to accommodate
the increasing user demand, the efficient use of the spatial
domain is essential for wireless communications. Although the
addition of multiple antennas at the base station is desirable,
its deployment poses new practical challenges in-terms of
fabrication costs, space requirements and power consumption.
While the physical antennas and the additional digital signal
processing components are cheap, the radio frequency (RF)
chain that consists of the power amplifier, mixer, digital to
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analogue converter and filter is expensive [1]. Moreover, the
signal processing complexity and power consumption of the
base station significantly increases with increasing number of
RF chains [2]. Thus, a major challenge in future multi-antenna
wireless networks is the design of communication schemes
with a limited number of RF chains.

Fueled by these considerations, the principle of antenna
selection at the transmitter and receiver has garnered much
research attention in past years [3]-[9]. This strategy consists
of selecting a subset of the available antennas to optimally
assign the limited number of RF chains. Regardless of
its conceptual simplicity, antenna selection suffers from
a number of drawbacks. Firstly, an antenna capable of
element selection requires well-matched and response-stable
microwave switches that are expensive [10]. Secondly, the
distance between the elements must be in the order of a half
wave-length to avoid strong coupling, which is problematic
when implementing large antenna arrays [11].

Reconfigurable antennas offer a different approach to effi-
ciently utilize the spatial domain with a fixed hardware com-
plexity in terms of the physical antennas and RF chains.
Reconfiguring an antenna is achieved through deliberately
adapting the frequency, polarization or radiation pattern char-
acteristics [12]-[14]. This allows the propagation channels
to be altered dynamically, to experience different channel
conditions which we call reconfigurable states. Each physical
antenna selects the best state from the group of reconfigurable
states based on the channel parameters [10]. Thus, a key
advantage of the reconfigurable system is the reduced number
of physical antennas required when compared to antenna
selection. Moreover, the RF chains can be fixed to the physical
antennas since no element selection is required.

The use of reconfigurable antennas in wireless networks
has recently attracted a lot of attention due to the additional
degrees of freedom they offer based on these reconfigurable
states. One can imagine each state as a different virtual
antenna that may experience different radiation pattern char-
acteristics. Various implementation mechanisms and design
approaches have been developed to achieve reconfigurabil-
ity [14]-[20]. Electrically reconfigurable antennas that rely on
RF micro electromechanical systems (MEMS) [15], [16], PIN
diodes [17] or varactors [18] redistribute surface currents to
alter the radiating structure topology. Optically reconfigurable
antennas rely on photoconductive switching elements [19]
while physically reconfigurable antennas alter the radiating
structure [20]. Smart materials such as ferrites and liquid crys-
tals can also be used to create different states through a change
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in the substrate characteristics [14]. Reconfigurable antennas
can also be classified according to the antenna parameter that
is dynamically adjusted. A frequency/polarization reconfig-
urable antenna is able to change the frequency/polarization
of operation. A radiation pattern reconfigurable antenna is
able to tune the radiation pattern. They are extensively used
for beam steering [21], [22]. A hybrid reconfiguration can
also be achieved by simultaneously tuning several antenna
parameters. In this paper, we take a general approach and
model different channels created by the reconfigurable states
rather than focusing on a specific enabling technology.

Despite its potential, fairly little analytical work on
reconfigurable antenna arrays is available in the literature.
Many studies rely on simulations. In [10], a reconfigurable
antenna array system is proposed that employs tunable
parasitic elements that are adaptively modified to maximize the
channel capacity. Numerical and experimental results illustrate
the significant improvement in the system capacity with a
minimum impact on the hardware complexity. In [23], another
electronically steerable reconfigurable antenna array system is
studied to achieve increased spectral efficiency characteristics.
Some analytical progress has been made in [24] and [25].
In [24], the amount of signal-to-noise ratio (SNR) scaling
offered by the reconfigurable antennas is studied. It was
shown that the reconfigurable model can provide at least 76%
of the improvements offered by antenna selection. However,
the gain in antenna selection may not be warranted as it
demands more physical antennas and adaptable antenna feeds.

Note that the reconfigurable system can be viewed as a
restricted version of antenna selection While the receiver
with antenna selection has full flexibility to select the set of
antennas experiencing the best channels out of all the available
antennas, with reconfigurable antennas the selection is limited
to each antenna choosing a reconfigurable state from a set.
This forms a mathematical problem which, unlike antenna
selection, relies on maximal order statistics from several sets
of states.

In this paper, we carry out a comprehensive analysis on the
performance of a reconfigurable antenna array system where
each antenna at the receiver side has multiple reconfigurable
states. In each coherence time, the receive antennas select the
state that experiences the best channel. The signals received
through these channels are then combined using the standard
maximum ratio combining (MRC). As such, the system can
be viewed in two steps, first selection combining (SC) applied
to a subset of channels followed by MRC - two well-known
combining techniques when considered separately. However,
when combined together it creates a new channel structure
which is far more complex than conventional MRC or SC.
The MRC output has a new statistical distribution and a novel,
more advanced analysis is required for system performance
evaluation. The contributions of our paper are detailed as
follows:

« We derive a new closed-form expression for the moment
generating function (MGF) of the instantaneous received
SNR when the channels are subject to Rayleigh fading.
Our MGF expression permits intuitive characterizations
of three important performance measures namely,
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the achievable rate, symbol error probability (SEP) and
outage probability of the transmitter.

« We conduct an asymptotic analysis based on the
correlated case where the channels experienced by the
reconfigurable states within each antenna are not indepen-
dent. Based on the high SNR approximations on the SEP,
we prove that our system can achieve a diversity order
equals to the number of antennas times the number of
states.

« We provide a comprehensive comparison of the high
SNR error performance of reconfigurable antennas with
that of the generalized selection combining (GSC). We
show that both systems achieve the same diversity order.
Based on a comparison of array gains we also show that
the error probability performance of the two systems is
comparable.

o Finally, we discuss applicability of reconfigurable
antennas in novel large antenna arrays and distributed
antenna systems. Through extensive numerical examples,
we illustrate how reconfigurable antennas achieve a
good compromise between system performance and the
required number of RF chains

The rest of the paper is organized as follows. In Section II

we present the system model. The derivation of the MGF of
the received SNR is presented in Section III followed by the
performance analysis in Section IV. In Section V the analysis
is extended to consider correlated channels. The comparison
with the GSC is presented in Section VI. Applications of
reconfigurable antennas in novel wireless networks is dis-
cussed in Section VII, followed by concluding remarks in
Section VIII.

II. SYSTEM MODEL

We consider a system model with one transmitter and N
receivers. Each receiver has a reconfigurable antenna with S
reconfigurable states. Thus, the complete channel vector for
the system can be written as h, € NS> with independent
and identically distributed entries. Considering Rayleigh fad-
ing we assume these entries to be zero mean, unit variance,!
circularly symmetric Gaussian random variables. In reconfig-
urable systems, each receiver selects the best state from all
reconfigurable states, according to some desired performance
metric. In this paper, we select state j at antenna n such
that

j = arg maxy ||, (1)

where hy,; is the channel between the transmitter and the
k-th state of antenna n. Similar to [24], we assume the
coherence time of the channel is long such that a large number
of bits can be transmitted within this time. Since h,; is
Gaussian distributed with A,z ~ N0, 1), |h,,k|2 has an
exponential distribution with rate parameter one, and |h,,j|2
is the maximum of S such independent and identical random
variables.

INote that, the channel powers may change between states depending on
how reconfigurability is achieved. In this paper, we take a general approach
without focusing on one specific reconfigurable mechanism. As such, we
assume the channel powers to remain constant between different states.
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After selecting the states for all the antennas at the receiver,
we can write the CV*! received vector as

y=hs +n, )

where s denotes the transmitted symbol and h denotes the
cV*1 selected channel vector. The variable n denotes the
additive white Gaussian noise vector at the receive
antennas which has independent entries with variance o?2.
At the receiver, we apply MRC to estimate the transmitted
symbols. Based on (2), the output of the combiner is given

by [26]

Cle

. N hfn 3)
=5+ —.
y hh
As such, the instantaneous SNR at the receiver can be written
as

y =pZ, “)
where Z = Z,Ilv:l |hnj|2 and p = %Sz‘z} We note that the
instantaneous received SNR of a N x 1 multiple-input single-
output (MISO) system where the transmitter side employs a
reconfigurable antenna array takes the same form as (4) when
maximal ratio transmission (MRT) is employed. Thus, the
following analysis directly applies to a MISO system as well.

III. MOMENT GENERATING FUNCTION

In this section, we derive a new closed-form expression for
the MGF of the instantaneous received SNR in a reconfig-
urable antenna array system. We denote the maximum channel
gain at antenna n by

[ 1%, (5)
Based on (4) and (5), the MGF of y can be written as

2
Xpj = maxg|hug|” =

N
M, (1) = E{e'} = [ | Efe”}, (6)
j=l
where the expectation in (6) is taken over the channel fading.
Note that the problem of finding the MGF of y has now
reduced to finding the MGF of x,;. Based on the order
statistics, it is straightforward to write the CDF expression
of the maximum of S exponentials as

Fy, (x) = (1 —e™)5. (7)

Based on (7), the MGF of x,; can be written as

o
My, (tp) = S / D1 — )5 dx, (8)
) 0
which can be solved by re-expressing (1 —e )51 in (8) as a
summation based on the binomial expansion and solving the
resultant integral using [27, eq. (3.310)] as

S—1

S—1\ (=1)
Mxnj(tp):SZ( , )m, for p <1+r.
r=0

©)
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Since M, (tp) = E{e'"*»} we substitute (9) into (6) to find
an exact expression for M, (r) as

sy |

M,(t)=|S _—

a2 Z( r )1+r—tp

r=0

This closed-form expression provides a unified result to accu-
rately analyse the performance of a reconfigurable antenna
array system. We also note that the result in (10) generalizes
the MGF results for conventional SC and MRC. In particular,
for the specific case of N = 1 (i.e., conventional SC) it
is straightforward to see that (10) reduces to the classical
result MVSC(I) Sz;té (5;1)1:{); 5~ Similarly, for the
particular case of § = 1 (i.e., conventional MRC), it is easy
to see that (10) reduces to the well-known result MVM RC(1) =

(ﬁ)N [28].

Next, we proceed by re-expressing the MGF in (10) to allow
easy integration as

(10)

N
S!
M, () = — , (11)
’ [H§_$(1+q—tp)]
where we substitute
S - B
Z (S — 1) (=D _ 5,1(5 1! ’ (12)
= r Jr+1l—tip Hq:()(q +1—1p)

which is proven in Appendix A. This result can be used to
derive the PDF of y as [26]
0 S—-1 N

Fr(0) = 5= /ZZ(+q e (1)

where (13) is obtained using a partial fraction decomposition
with a,, denoting the coefficient corresponding to the ng-th
fraction. These coefficients can be computed algebraically for
any special case using the set of formulas in [27, eq. (2.101)].
Based on the integral identity in [27, eq. (3.382, 7)], the final
expression for the PDF of y can be derived as

S—-1 N o1 —x/’7
f )= qz(:)z; A+ g =Dy (1

where 1 = 77— +q Similarly, an exact expression for the CDF
of y can be derived as
S—1 N
U'(n, x/n)
F, (x 15
©=2 2w ga-nr

where I' denotes the lower incomplete gamma function.
In Section IV, we use the PDF and CDF expressions in (14)
and (15) to derive expressions for important performance mea-
sures in a SIMO system with reconfigurable antenna arrays.

IV. PERFORMANCE ANALYSIS

In this section, we derive novel closed-form expressions
for important performance measures in reconfigurable antenna
array systems based on the SNR distributions derived in
Section III. We introduce the notation (N : S) to denote the
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Fig. 1. The achievable rate versus the average received SNR for (9 : 1),

(3:3) and (1:9) systems.

dimension of a reconfigurable system with N antennas with
S reconfigurable states each. This notation shall be utilized
throughout.

A. Achievable Rate

The achievable rate of the transmitter in this system can be
written as

o
R :/ log, (1 4+ x) f, (x)dx. (16)
0
Substituting (14) into (16) and following standard mathemat-
ical manipulations in [29] we can derive an easy to evaluate
expression for the achievable rate as

S=1 N 1/ 1 —n
R=logge > > QLD Tyg ) )
oo (=D
where
n—1 —k—
— D(=1)" k—1 k+1
o= " C S S mam. as)
k=0 :

with E|(1/5) = 100 %dx denoting the exponential integral

function [27], and
koe—m 2ty
e
b

=1 1=0 1
(19)

n—1 —k—
B (I’l _ l)y(_l)n k lﬂkJrl
A _kg‘) (n—k—1)

Since the exponential integral function is a well-known func-
tion that is built-in to many mathematical tools, the calculation
in (17) is much faster and more precise as compared to numeri-
cal integration. Thus, it provides a much more computationally
efficient solution to derive achievable rate results in a SIMO
system with reconfigurable antenna arrays.

Example 1: In Fig. 1, we plot the achievable rate of
the transmitter versus the average received SNR for a three
antenna system with three reconfigurable states each, i.e.
(N :S) = (3 : 3). We compare the performance of the
(3 : 3) system with two other special cases of size (9 : 1)
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Fig. 2. The achievable rate versus the number of antennas, N, for different
numbers of reconfigurable states, S.

and (1 : 9). The analytical results are generated using (17)
and the simulation points are obtained using Monte Carlo sim-
ulations with channel fading and noise components for each
simulation trial drawn from independent complex Gaussian
distributions. The figure highlights the accuracy of our achiev-
able rate expression. Note that a (9 1) system is the
conventional MRC with single state antennas while a (1 : 9)
system is the conventional SC, both with system dimensions
comparable to the (3 : 3) reconfigurable system. We observe
that the achievable rate performance of a (9 : 1) MRC system
is better than that of the (3 3) reconfigurable system.
However, a (9 : 1) MRC system requires three times more
RF chains compared to the (3 : 3) reconfigurable system to
achieve this performance gain. As expected, the achievable
rate performance of a (3 : 3) reconfigurable system is better
than that of the (1 :9) SC system.

Example 2: In Fig. 2, we plot the achievable rate versus N,
for various values of S. We fix the transmit SNR at 0 dB and
change S from one to four. The results show that for a fixed N,
diminishing performance gains are obtained as the number of
states increases. Furthermore, for a fixed S a nonnegligible
performance gain can be obtained by increasing N, but the
percentage of improvement diminishes with increasing N.

B. Symbol Error Probability

For many modulations, the SEPs can be constructed from
a function of the form [30], [31]

P, = E[pQ(/EY)) = /0 $QWED f, (dx,  (20)

where Q(.) denotes the Gaussian Q-function and (¢, ) are
two parameters that change with the modulation M. Substi-
tuting (14) into (20), P, can be solved as

S—-1 N

Pe=¢> > ang(l+q)™" (I_Tﬂ)

q=0n=1

Y= 1+k\ 1+ u)
k 2 )

n

M

2y
k

Il
=}
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Fig. 3.  The symbol error probability versus the average received SNR for

N = 3 antennas.

where u = #ﬁz The result in (21) is obtained by
re-expressing the Gaussian Q-function in (20) in-terms of the
complimentary error function, erfc(.) and solving the resultant
integral using the identity in [26, p. 781]. This closed-form
expression provides a computationally efficient solution to
derive the SEP results for many modulations.

For M-ary quadrature amplitude modulation (MQAM), first
order SEP approximations can be found via expressions of
the form in (20). The exact SEP involve E{¢Q(/B7)} and
E{$pQ>(VBy)} [32, eq. (20)] and the expectation over Q2(.)
can be derived as

S > 2 e eI

pr o 4(n — DHly?
—)l 4 SDm- Dk
% (n ) B Z(’l o ¥),
" JTon = k!
(22)
k! 1 .3 .
where v = ﬂ”,‘I—‘ = (2k—1)ﬁ2f1 (i +k,1+k; §+k, —v)

with »7; representing the hypergeometric function and
v = 281 The result in (22) is obtained by re-expressing
the Gaussian Q-function in-terms of the complimentary error
function, erfc(.) and solving the resultant integral using the
identity in [33, eq. (17)]. The exact SEPs for M-ary phase
shift keying (MPSK) and MQAM modulations are com-
putable using (21) and (22), providing computationally effi-
cient closed-form solutions. Note that this standard approach
in deriving the SEP is widely used in literature [30], [34], [35],
but to the best of our knowledge this is the first time it has
been applied to reconfigurable antenna arrays. We also note
that our SEP results in (21) together with (22) generalize the
MPSK SEP results in [36, eq. (21)] when S = 1 and those in
[36, eq. (26)] when N = 1 for conventional MRC and SC,
respectively. Furthermore, our SEP results generalize the
MQAM SEP results in [33] and [37] for conventional MRC
and SC.

Example 3: In Fig. 3, we plot the SEP versus the average
received SNR for Quadrature Phase Shift Keying (QPSK).

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 65, NO. 6, JUNE 2017

We consider a three antenna system with § = 1,2 and 3.
The analytical results are generated using (21) and (22) as the
exact SEP for QPSK is given by E{2Q(\/7)} — E{QZ(\/T)}.
The figure highlights the accuracy of our error probability
expression and we observe that, increasing the number of
states improves the error performance. At 8 dB received SNR,
we achieve a 20-fold reduction in the SEP when the number
of states increases from one to two. However, this reduces to
a 10-fold improvement in the SEP when the number of states
increases from two to three.

C. Outage Probability

The outage probability P,,; is defined as the probability that
the received SNR falls below a certain predetermined threshold
SNR given by y;, [4] and hence can be written as

Pour = F, (yen)-

The probability in (23) can be directly obtained using the CDF
expression in (15) as

Ply <yml= (23)

nfl(
x 2

k=0

n—k. k
1)' y’h}. 24)

This closed-form expression provides a computationally effi-
cient solution to derive the outage probability in a SIMO
system with reconfigurable antennas. As a check, when the
number of reconfigurable states at each antenna is one, i.e.,
S =1, (24) reduces to

-1

N Vi < Vth “1
Pour = Zanl |:1 —e Z (—) E:| (25)
n=1 k=0 P ’

We also note that the coefficients in the partial fraction
decomposition are all zeros, except for n = N, ie., aj] =
a1 = ... = awn-1n1 = 0 and ay; = 1. As such, the
expression in (25) reduces to

v N Vih kq
Poypy=1—e 7 Z (_) E;

k=0 P

(26)

which agrees with the previously known results for the outage
probability for MRC in [28, p. 329, eq. (6.69)]. Furthermore,
when the number antennas in the system is one, i.e., N = 1,
(24) reduces to

}’th
_ NS-1 l—e
Pour —zq=0“1Q[ 7g) }

Referring to the partial fraction decomposition in (13) we note
that, when N = 1, the roots in the denominator polynomial
are distinct. As such, the coefficients of the partial fraction
decomposition can be derived as

Sy
M= (5 -1-g)q!

27)

(28)
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Substituting (28) into (27) we get
S—1

B i1 [1—e 7
P”“"Z(s—l—qﬂq![ T+a ] @

q=0

which agrees with the previously known results for SC in
[4, eq. (26)].

Example 4: In Fig. 4, we plot the outage probability of the
transmitter versus the average received SNR. The number of
reconfigurable states in each antenna is fixed to two and we
plot the outage performance for (1 : 2), (2 : 2), (3 : 2) and
(4 : 2) systems. The SNR threshold is set to y;;, = 7 dB, such
that all four systems of interest experience realistic outage
probabilities. The analytical expressions are generated using
our results in (24). We observe that our analytical results
accurately follow the simulation points in all four cases. We
also observe that, increasing the number of states improves
the outage probability, but similar to the error probability the
rate of improvement decreases with the increasing number of
states.

D. Extension to Non-Identical Channels

We would like to highlight that the same approach in
Section III can be used to derive the SNR distributions of a
reconfigurable system when receivers experience independent
but non-identical channels with distinct channel gains. This is
particularly interesting as it allows the reconfigurable antennas
to be located at geographically separated locations creating
a macro-diversity scenario. Non-identical channels would be
generated as a result of the large scale fading gains, i.e.,
distance dependent path loss and shadowing, experienced by
different paths.

Different from (7), the CDF expression for the non-identical

case can be written as
Fy,;(x) = (1 —e )5, (30)

where 4, = 1/ g,2Z with g,zl representing the large-scale fading
gain2 between the transmitter and receiver n. Based on (30),

2The path loss experienced by each antenna at a given receiver site is
identical as the cluster of S antennas are co-located.
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the MGF of y in (6) results in

o al S1iS
=11 ME=5Ga(t+9)—1p) |

n=1

€19

In the following we consider a special case of fully distributed
antennas with distinct large-scale fading gains, i.e, 1,, # 4; for
n # [. For such a network the PDF and the CDF of y can be
derived following the same steps as in Section III to obtain

fy (x)

S—-1 N

/[, S148
:ZZ ¢ =194

ST (LA DT g (L4 7) = (14 9))

(32)
Fy (x)
_Eﬁl C(Lx/n)TL, S147
q=0n=1 i"(l +q)HlN=1,l;én,r;éq (il(l + r) — in(l =+ q)) ’
(33)

where 7, = m. Note that, the result in (32) and (33)
follow directly from (13) and (15), respectively. Based on the
MGEF, PDF and CDF expressions of y the performance of a
fully distributed system with reconfigurable antennas can be
well analysed. For the sake of completion, we have included
the achievable rate and the SEP expressions as follows.

Using Section IV-A, the exact closed-form expression for
the achievable rate of the transmitter can be derived as

S—1 N 1/
Wpge E (1/n,)
R =log,(e) Z Z : (34)
o At
[, s%f

where w,, = Substituting the

T g Gt 41)—An (144))
MGF expression in (31) into [32, eq. (9.15)], the SEP of the
transmitter with MPSK modulation can be derived as

S—-1 N

1 Wy tan~! (ﬁ,, tane)
P =— 1 - 1 , (35
n'qz_(:)nz_;/ln(l'f'én |:6 ﬁnq (3)

where € = (M — 1)z /M and g = /(ep + n(1 + ¢))/(ep)
with o = sin? % Whilst not shown here, the derivation
of the SEP expression for MQAM follows easily from
[32, eq. (9.21)].

Example 5: In Fig. 5, we consider a circular cell of radius
R =1 km. The central processor which is located at the cell
center receives signals from three distributed reconfigurable
antennas, located in equal distances from the cell center. The
location of the transmitter is illustrated by ‘x’ in the figure. We
assume that the channels are subject to Rayleigh fading and
distance dependent path loss with path loss exponent o = 4.
Fig. 6 illustrates the simulated and the analytical bit error
probability (BEP) results for binary phase shift keying (BPSK)
modulation. Similar to Fig. 3, we plot the performance for
(3:1), (3:2) and (3:3) systems. The three distributed sites
located at A, B and C in Fig. 5 are equipped with a single
RF chain each. We observe that the analytical expressions,
generated using (35), accurately follow the simulation results.
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Fig. 5. A circular area with radius R = 1 km. Three distributed reconfigurable
antennas located in R/2 distances from the centre are connected to the
central processor at the centre (location 0,0). The transmitter is located at ‘x’
(location 220,-100).
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Fig. 6. The bit error probability versus the average received SNR for
distributed reconfigurable antennas.

As expected the bit error probability decreases with an
increasing number of states.

V. ASYMPTOTIC ANALYSIS WITH CORRELATED STATES

In this section, we consider a more general case in which the
channels experienced by different reconfigurable states within
each antenna are correlated. This is particularly interesting
as the reconfigurable states, which are realized based on the
radiation pattern characteristics, are likely to be correlated
within each antenna array [13]. In this paper, we assume
the correlation between states is denoted by a coefficient 7
which would change depending on how the reconfigurability
is defined. Unlike the independent case, deriving the exact
expressions for the PDF and the CDF of x,; is quite com-
plicated in the correlated case even with a small number of
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correlated states. The joint PDF of the channels experienced
by correlated states also takes a very complicated form.
In the simplest possible case, where each antenna has one
state, we have an exponential distribution (the square of the
Rayleigh channel gain). In the case with two reconfigurable
states, we obtain a pair of correlated exponentials that has
a bivariate exponential distribution with a PDF containing a
Bessel function [38]. In the case with three reconfigurable
states, the joint PDF of three correlated exponentials is an
infinite sum of products of Bessel functions [39]. As such, the
exact analysis quickly become intractable.

Therefore, we proceed to analyse the high SNR behavior
which accurately characterizes the diversity order and the
array gain of a correlated system. The multivariate PDF of
S correlated exponentials x1, x2,...,xs is well known and
can be found in [40, eq. (24)]. For the sake of completeness
we have given the multivariate PDF in (36), shown at the
bottom of this page, where X = X1,X2,...,Xs and the
S x S matrix O is an inverse correlation matrix given by,
0= E[Q{{h,,}ﬂ({h;l"}]_1 with ® {h, } denoting the S x 1 vector
containing the real part of the channels between the transmitter
and antenna n. The term @y, denotes the (s, v)-th element of
®. When the reconfigurable states are uncorrelated, i.e., inde-
pendent channels, ® reduces to 2I with I denoting the identity

matrix. Let the power series expansion of f5(x1,x2,...,xs)
be given by
fy@r,xa,... xg) = Z Z Cirig...is Hx 37)
i1=0 is=0
where Cji,..is is the coefficient of the (iyis...is)-th term.
We can write an expression for the CDF of xp, x2, ..., xs by
integrating (37) from zero to x;, where [ = 1,2...S, which
results in
00 00 S xi1+1
k
Fg(x1,x2,...,x5) = Z o Z Ciiiy..ig H P
i1=0 is=0 k=1
(33)

Since x,; is the maximum of x1, x2, ..., xs, next we write the

CDF of x,; in terms of Fg(x1,x2,...,xs) as
Fr, (x) = P(xpj < x) = Fx; x5, xs(x,%,...,%), (39)
which, after substituting in (38), results in
Fy,, (x) = Z Z @y e i+ (40)
i1=0 is=0
where ¥ = Hf":# Differentiating Fx,; (x) in terms of x,

the PDF of x,; can be derived as

fr,@=>...>"w

i1=0 is=0

S
S+ S |xZieritsl 41y
k=1

|©]e~2 Xzt Osss

s Xs) = @S

S, x2, ...

S
/ /_exp = D OuJax, cos (B — ¢y) | dpi ... deps,

(36)

s,o=1,s<0v
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Substituting (41) into (6), and subsequently solving the integral
using the identity in [27, eq. (3.351, 3)] the MGF of x,; can
be re-expressed as

i i‘P(Zk 1lk+S)

i1=0 is=0

9, (1p) = 42)

(—tp)Zir i+

As such, we find the MGF of y written in a series expansion
by substituting (42) into (6) as

=[5 3 B

i1=0 is=0

(—tp)Zk:l i +S @)

Note that the value of p is large in the high SNR regime.
According to [41, Proposition 03], the exact diversity order
and the array gain can be found from the smallest order term
in the MGF %, (t). Hence, we can ignore the higher order
terms and find a high SNR approximation for the MGF %, ()
as

s T
Ciiiy. i (Zk=1 ik + S)!

M, (t) =~ = -
’ (—1p)Zin w4 [15_, Gy + 1)

, (44)

where C; ;7 ;. denotes the coefficient and i1,i2,...is denote
the powers of x1, x> ...xg, respectively, in the smallest order
term in (37).

Next, we proceed to find i1,i2,...,is and sz s based
on (36). From the series representatlon of the exponential
function in [27, eq. (1.211)], the smallest order term in (36)
can be separated as

fxx )— 19] 5 tolxi,xa,...

where o(x1, x2, ... ,xs) denotes the higher order terms of
X1,X2,...,xs. Comparing (45) with (37), we find that

iy = % and iy = ...ig = 0. As such, the high SNR
approximation of 94, (¢) can be derived as

e|st 1V

(_2,p)s}
Substituting (46) into [32, eq. (9.15)], and solving the resultant
integral using the identity in [27, eq. (2.513, 1)] we can
derive an asymptotic bound on the error probability for MPSK
modulation as

, XS), (45)

M, (1) =~ |: (46)

11918V
asy
e _;((2@)5) A @0
where
1 (2NS
A= Jns ( NS )6
G yvs NI 2NS Sin2NS — 2k)e
Z( by 2o TR 48)
t s 2NS — 2k

Comparing (48) with P, = (G“)Gd [41], where G is the
diversity order and G, is the array gain, our asymptotic bound
reveals that our reconfigurable antenna array system with S
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Fig. 7.  The bit error probability versus the average received SNR for
correlated channels

correlated states can achieve a diversity order of NS and an
array gain of

201 V/NS

Ga = (|®|S!)1/SA1/NS :

(49)

Similarly, the asymptotic bounds for the error probability of
M-QAM, can be derived using [32, eq. (9.21)] as

_ﬁ(1_ ! )( 015! )N (50)
T VM) \Qogamp)S)
where

L _TeNS -1 (] T (2NS
202N _( _ﬁ) (22N5+2(NS)

Pe

LGl Vs At 2NS sin(N'S — k) /2
s 2OV ) T ) oY
and ggoam = 3/2(M — 1). The expression in (50) is

achieved using the integral identity in [27, eq. (2.513, 1)] and
[27, eq. (3.621, 3)]. From (50), the exact diversity order and
the array gain follows easily.

Example 6: In Fig. 7, we plot the BEP versus the average
received SNR for BPSK modulation when the states of the
reconfigurable system are correlated. We fix N and S to two
and plot the results for three scenarios by changing the corre-
lation coefficient, 7 = 0.2, 0.5 and 0.8. The correlated channel
values are generated such that h,; = thy + 1 —|7|%
with 4,7 and x denoting independent and identical complex
Gaussian random variables with zero mean and unit variance
ie., hyo, 6 ~ CN(0,1). We note that the asymptotic results
generated using (48) accurately characterizes the diversity
order of the simulation. Due to the effect of higher order
terms in (45) it gets closer to the exact only at very high
SNRs. When the correlation between states increases the
BEP increases, while the diversity order remains constant
at four.
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VI. COMPARISON WITH GENERALIZED
SELECTION COMBINING

In this section, we compare the high SNR error probabil-
ity performance of the current reconfigurable antenna array
system with a traditional antenna selection scheme that uses
GSC. In contrast to the reconfigurable system, in antenna
selection with GSC, the receiver picks the set of antennas
that experience the best channels out of all the receiving
antennas. The reconfigurable system can therefore be viewed
as a restricted version of antenna selection as discussed in
Section L. In the following, we compare the two systems based
on diversity order and array gain.

We consider an antenna selection scheme with GSC where
the receiver picks the best L. antennas out of L channels.
When the channels are uncorrelated, the MGF expression for
the received SNR is given in [4, eq. (12)]. We follow the same
approach as above to derive an asymptotic bound for the SEP
for BPSK as

asy _ (L—1DN
Fease = D [(Lc—

(L!)I/L L
1)!1/LL§L—Lc+1)/L21/Lp

(52)

where !! denotes the double factorial [27]. Thus, the diversity
order of antenna selection with GSC is L and the array gain

can be derived as
QLYWL (L, — WL EEAD/Ly1L

QL — HUVLLY/L

Gagse = (53)

In order to compare the two systems, we equate the system
dimensions by setting L = NS and L. = N, which reveals
that the diversity order of GSC equals the diversity order of the
reconfigurable system. From (49), we can find the array gain
for a reconfigurable antenna array system with uncorrelated
states as

QNSNS s

Ga = (ZNS _ 1)!!1/NSS!1/S~ (54)

Comparing the two array gains in (54) and (53) we can write,

|: Ga 1|NS_
GdGSC

In Example 7 we use (55) to provide a comparison of the
array gains for small systems of different sizes for both
reconfigurable systems and antenna selection. Note that, when
N =1 and/or S = 1 antenna selection with GSC reduces to
the reconfigurable system and we get

[ G, i|NS:1
GaGSC

Hence, G, = Guggc- When N > 2 and § > 2 we use
the Stirling’s approximation [42] and re-express the factorials
in (55) to write

[ G, :|NS_
GaGSC

(NS)!
(SHN (N — 1)INNS=N+T

(35)

(56)

NNfieNfl

Qr)T(N —1)V-35§

e (57)
2
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TABLE I
RATIO OF ARRAY GAINS
. Gq
(N :5) [ . }

(1:2), (2:1), (1:3), (3:1) 1
2:2) 0.9306
(3:2) 0.9607
(2:3) 0.9247
4:2) 0.8946
2:4) 0.9273
4:4) 0.8906

NS
From (57), it is clear that [ GG“ ] is a decreasing function
aGsc

of S. In Appendix B, we prove that [ GG"
aGsc

NS )
] is a decreasing

function of N as well. As such, we can write

NS
[ Ga } <. (58)
GaGSC
Therefore,
Ga < Gagge- (59)

This analytical derivation confirms that the antenna selection
scheme with GSC outperforms the reconfigurable system. This
however, is not surprising as GSC has more flexibility in
selecting the best antennas out of all. This performance gain
comes at a cost of an S-fold increase in the required number
of physical antennas and sophisticated microwave switches.
What interests us the most is how different the performance
gain of the antenna selection scheme with GSC is compared
to that of the reconfigurable system. We unravel that in the
following.

For small values of N, the array gain ratio is tabulated
in Table I. It provides a comparison of the array gains of
reconfigurable systems and antenna selection, based on (55),
for ten different system sizes considering BPSK modulation.
Interestingly, we note that the ratio of array gains is closer
to one for all small system configurations considered. Thus,
despite the restriction of selecting the best out of a group of
states the error performance of the reconfigurable system is
very close to that of antenna selection. From Table I we also
note that increasing N results in smaller array gain ratios. As
such, we proceed to analyse how small the array gain ratio
gets with increasing N.

We use (57) to analyze [ UG" ] for large N as

_ 1
1 N

1_7
N 2N 1L
Gi (m) e v
Gacsc (27[)%5%
n 1/8
Ga

where (60) is obtained by simply setting N — oo in G
By equating the first derivative of (60) to zero we find that it
has a critical point at S = 3. By straightforward mathematical
manipulations, we also find that the second derivative of (60)

is positive at that critical point. As such, GG“ reaches a
aGsc
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Fig. 8. The asymptotic error probability versus the average received SNR

for the reconfigurable system and the antenna selection system with GSC.

minimum of 0.855 at S = 3. Based on this observation we
conclude that for large N

Ga

> 0.855. (61)
agsc
From (61) we learn that the two array gains are compara-
ble even when when the antenna array is large. This small
additional gain obtained through antenna selection comes at
the cost of the added requirements of physical antennas and
microwave switches, making reconfigurable antenna attractive.
Example 7: In Fig. 8, we compare the exact and the
asymptotic error probability bounds for the reconfigurable
system with that of antenna selection with GSC for BPSK
modulation. For the reconfigurable system, the number of
states in each antenna is fixed to two and we plot the
performance for (1:2), (2:2) and (3:2) systems. For the antenna
selection scheme, we equate the system dimensions by con-
sidering (L, L.) = (2, 1), (4, 2) and (6, 3) systems. The exact
error probability for reconfigurable systems are generated
using (21), while the asymptotic results for the reconfigurable
antenna system and the antenna selection scheme are generated
using (48) and (52), respectively. The slope of the asymptotic
bound confirms that a diversity order of NS can be achieved
in both systems. As expected, the two asymptotic bounds
coincide when N = 1. We observe in the figure that the
performance of the antenna selection scheme with GSC is
very close to that of the reconfigurable system, with the GSC
performing slightly better. In fact, at 12 dB received SNR
the (3 : 2) reconfigurable system obtains an upper bound of
P, = 5 x 1078 while the (6,3) antenna selection scheme
with GSC obtains PES¢ = 3 x 1078, Both probabilities are
of the same order. However, we note that this small gain in
GSC comes at a cost of three additional physical antennas and
expensive microwave switches.

VII. APPLICATIONS

In this section we present applications of our analytical
results based on two novel concepts in wireless networks,
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large antenna arrays

A. Large Antenna Arrays

The massive multiple-input multiple-output (MIMO) para-
digm, that uses large antenna arrays provides powerful means
to achieve high data rates in future wireless networks [43].
While massive MIMO demands an order of magnitude more
antennas, the deployment of that many RF chains at the
base station site presents practical challenges. As discussed in
Section I, the fabrication costs, signal processing complexity
and power consumption limits the number of RF chains that
can be deployed at a base station site. Several approaches,
including the use of phase shifters and antenna selection, have
been considered to limit the number of RF chains. In the
following example we abstract out a MISO case from a MIMO
network and illustrate how reconfigurable antennas can be used
to unshackle these challenges.

Example 8: In this example we consider a massive MISO
network with forty antennas at the base station transmitting to
a single antenna receiver based on MRT beamforming. Fig. 9
plots the BEP versus the average received SNR for BPSK
modulation. We assume that the base station is equipped with
ten RF chains. We consider the three different schemes to
select ten channels. In scheme 1, we consider random selection
where the receiver picks ten antennas out of forty in random
and connect the RF chains. Note that this is similar to a (10:1)
reconfigurable antenna system. In scheme 2, we use ten recon-
figurable antennas with four states each, i.e., (10:4) to virtually
form forty antennas at the base station. In scheme 3, we
consider generalized selection where the receiver picks the best
ten antennas out of forty antennas. The analytical results for
scheme 1 and 2 are generated using (21). The analytical results
for scheme 2 was generated using [4, eq. (40)]. We observe
that scheme 3 outperforms schemes 1 and 2. Interestingly, the
gap between scheme 2 and 3 is very small making reconfig-
urable antennas a good candidate for the implementation of
large antenna arrays, once hardware is considered.
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Fig. 10.  The achievable rate CDF for the reconfigurable system with
distributed antennas.

B. Distributed Antenna Systems

In recent years, DASs garnered much research attention due
to their potential to improve the coverage and the capacity of
wireless communications [44]. In DASs the antennas can be
distributed at different locations within a cell or they can be
extended across multiple cells via the emerging concept of
base station cooperation. The processing is done at a central
node which has access to the signals received at all distributed
antennas. This was briefly discussed in Example 5 by consider-
ing a fixed set of transmitter and receiver locations. However,
in a cellular environment the antennas can be scattered in
random locations throughout the network. In the following
example we compare the performance of a co-located antenna
system and a DAS highlighting the use of reconfigurable
antennas to implement partially distributed architectures.

Example 9: In Fig. 10, we analyze the achievable rate aver-
aged over antenna locations. To do so, we consider the SIMO
system in Example 5 and randomly place the antennas within
the circular area in Fig. 5 to numerically generate the achiev-
able rate CDF. In each iteration the antennas were uniformly
distributed in random locations.? The transmit power is fixed
such that the average received SNR at the central processor is
10 dB. In scenario 1, we consider a fully distributed network
where nine single state antennas are distributed within the
network. In scenario 2, we consider a fully co-located network
where nine single state antennas are co-located. In scenario 3,
we consider a partially distributed network where three S = 3
state reconfigurable antennas are distributed across the area.
Note that scenario 1 and 2 require nine RF chains while
scenario 3 requires only three RF chains. We observe that,
despite the same number of RF chains required, scenario 1
outperforms scenario 2 highlighting the performance gains
achieved with DASs. By comparing scenario 2 and 3, we
note that the partially distributed network created using the

3In cellular mobile networks, receiver sites are carefully planned to improve
coverage. Selecting completely random locations for receiver sites represents
an extreme case.
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reconfigurable antennas achieve a good compromise between
system performance and the required number of RF chains in
this example scenario.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we considered a reconfigurable antenna array
system where each receiver is equipped with reconfigurable
antennas. Each antenna selects the best state depending on the
channel between the transmitter and the receiver. Adopting
a MRC receiver we derived new closed-form expressions
for the MGF, PDF and CDF of the instantaneous received
SNR. Based on these distributions we also derived expressions
for important performance measurers of the transmitter. We
extended our analysis to consider high SNR error performance
when the reconfigurable states are correlated. The numerical
examples presented illustrate the accuracy of our results and
further highlight the performance difference between antenna
selection and reconfigurable systems. Finally, we discuss the
applicability of reconfigurable antennas in novel wireless net-
works. The conclusions of this paper can be easily generalized
to the scenario with multiple transmitters where an orthogonal
multiple access approach, such as orthogonal frequency divi-
sion multiple access (OFDMA), is adopted. In the following,
we outline several directions of interest for future extensions.

« An extension to Nakagami-m fading would allow perfor-
mance over a more diverse range of channel conditions
to be explored. While we realize that the exact analysis
with Nakagami-m fading is mathematically challenging
an approximation would be tractable. Similar to [3] with
GSC, we would expect the gap between the performance
of reconfigurable systems and conventional MRC to
reduce as the severity of Nakagami-m fading increases.

o The analysis focused on the SIMO case. The results
directly apply to the MISO case with MRT. It is desirable
to extend this to a MIMO case with multiple antennas
co-located both at the transmitter and the receiver. Note
that this introduces a sum of channel gains in the state
selection. As opposed to the exponential distribution in
the current work, |A,x| will have a gamma distribution.

« Related to the above point, it would be desirable to
introduce reconfigurability to the transmitter side also
and analyse the performance of different state selection
algorithms. The optimum state selection would perform
an exhaustive search over the states of the reconfigurable
antennas to maximize a given performance measure.

APPENDIX A
PROOF OF EQUATION (12)
Given two polynomials P(x) and R(x) = (x — ap)
(x —a2)...(x — aj), the partial fraction decomposition of
P(x)/R(x) is given by [27]

P() < P(a)
R(x) Z R'(ai)(x —a;)’

i=1

(62)

where R’ denotes the derivative of the polynomial R.
Let, P(x) = (S — 1! and R(x) = Hg;é(x +qg+1),
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such that R'(x) =
from (62) we obtain

(s —1)! 5
=2

oG +a+1D) 5

5[z +a+ 1] Thus,

(s-—1n!

G+ [Hq#u(x +q+ 1)]
(63)

In order to simplify (63), we re-express the summation in the
denominator to write

(S — 1! _ZS: (S —1)!
e +a+D S a+DILL @G-

. (64)
i+1)

Then, we note that the resulting product in the denominator
can be further simplified as

S—1
[T@-i+D=ED"Ta-DUs—ir. (695
g#i—1
Substituting (65) into (64) we obtain
(S —1)! (S —1)!

G +g+1) & @+DEDE—DIS i)

S
(=n!
;(1—1) x+i

Comparing (66) with (10) we substitute r = i—1and x = —tp

to write
S r
:Z(S—l)(—il). (67)
r r+1—tp

r=0

(66)

(s—1)!
[1;20(q +1—1p)

APPENDIX B
PROOF OF EQUATION (58)

In the following, we analyse (57) with respect to the
variable N. Let,

Ga NS
[agie] =T =

In order to prove that Y(N) is a decreasing function of N,
we first consider

NN—5N-1

(68)

(N -V 1em)Ts T

(N + 1)N+I76N
(NMN+32r) 5§75

NN—— N-1

— (69
(N — HN-327)% 597" ©

T(N +1) = Y(N) =

If (69) is less than or equal to zero, then Y'(N) is a decreasing
function of N. Let us assume that

T(N +1) = Y(N) <0, (70)
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and in the following, we prove that this assumption is in fact
true. Substituting (69) into (70) we obtain

(N + 1)N+3eN
N N+% 2 %S%
(N)¥T2(2m)

NN—* N-1

T (N—DV21 1)t

(N+ V(N - V=5 )t g2
N2N = eN—N+1
V2rm S

N
N?—N N+1
< 71
() (- "
The expression on the left hand side of (71) is an increasing
function of N, which goes to one as N goes to infinity.

As such,
N2 —N\" [N+1
<1 72
C T o
We also note that
V21 S
21, Vs> 1. (73)
e
From (72) and (73) we obtain
N2 —N\" [N+1 NGETS
oY (74)
N2 N -1 e
. . . G NS
Thus, the assumption in (70) is true and [ Gc‘gc] is a

decreasing function of N.
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