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Abstract—This paper studies the stability and dynamic control of underlay mobile edge networks. First, the stability region for a

multiuser edge network is obtained under the assumption of full channel state information. This result provides a benchmark figure

for comparing performance of the proposed algorithms. Second, a centralized joint flow control and scheduling algorithm is proposed

to stabilize the queues of edge devices while respecting the average and instantaneous interference power constraints at the core

access point. This algorithm is proven to converge to a utility point arbitrarily close to the maximum achievable utility within the

stability region. Finally, more practical implementation issues such as distributed scheduling are examined by designing efficient

scheduling algorithms taking advantage of communication diversity. The proposed distributed solutions utilize mini-slots for

contention resolution and achieve a certain fraction of the utility optimal point. The performance lower bounds for distributed

algorithms are determined analytically. The detailed simulation study is performed to pinpoint the cost of distributed control for

mobile edge networks with respect to centralized control.

Index Terms—Mobile edge networks, stability, flow control, scheduling, cross-layer design
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1 INTRODUCTION

1.1 Background and Motivation

THE predictions of Cisco visual networking index indi-
cate that mobile data traffic has grown 4,000-fold over

the past ten years [1]. One main driver for such an unpre-
cented growth is the surge of computationally powerful devi-
ces close to the network edge like smartphones, tablets,
connected vehicles, femtocells, wireless-enabled industrial
robots/drones [2], [3], [4], to name a few. Consequently, there
is an increasing tendency to perform communication and sig-
nal processing tasks at the network edge in next generation
mobile networks through the enablement of technologies such
as fog computing, WiFi direct, D2D/IoT communication, cog-
nitive radio and femto-cells [2], [5], [6]. This paradigm shift in
networking automatically triggers the need for a thorough
investigation of multi-tier network architectures in which
multiple network tiers with different underlying technology
components can co-exist together in the same spectrum.

The most prominent advantage of mobile edge network-
ing is to ease the communication and computation burden
on the core network by making use of the immersive distrib-
uted network of devices at the network edge. As such, data
generated at the edge stays at the edge for communication
and computation purposes such as stream mining and

embedded artificial intelligence, without a need to traverse
the core network anymore. This approach not only
improves the efficiency of utilization of communications
resources, but also has a great potential for enhancing the
network performance expressed in terms of capacity, cover-
age, energy efficiency and end-to-end delay [7], [8].

The main challenge now is to adapt new approaches for
networking at large so that direct communication among
edge devices can seamlessly coexist with inbound and out-
bound data traffic from the core network in the same fre-
quency band. As is common in the cognitive radio literature
[9], two outstanding approaches for the coexistence of differ-
ent technologies at the network edge and core can be
conceived to be inband/outband underlay and overlay com-
munications. The main focus of this paper will be on the
inband underlay communications in which edge devices uti-
lize the same spectrum with the core access point (AP) in a
two-tier network architecture. In this setup, the radio fre-
quency spectrum is the shared communication resource
whose accessmust be regulated for network stability andper-
formance optimization. This will be done at the network edge
by designing smart interference management strategies and
appropriate cross-layer resource allocation algorithms.

Important use cases of mobile edge networking include
high data rate wireless services, IoT applications and indus-
trial control systems [2]. Many data-intensive services at the
network edge such as virtual reality, online gaming, video
sharing, vehicle-to-vehicle communication and proximity-
aware social networks require small end-to-end delay of
incoming data packets. The same also holds correct for
many IoT applications and industrial control systems with
strict deadlines on sensor-plant communication and control
actions. Therefore, in addition to queue stability, an overall
utility for communicating over the network edge must be
maximized, as a measure of service satisfaction in different
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applications. To this end, we combine a variety of basic net-
working mechanisms such as flow control and scheduling in
the context of underlay mobile edge networking. In particu-
lar, bymodeling the entire problem as that of a network utility
maximization, we develop the utility-optimal cross-layer
dynamic flow control and scheduling mechanisms achieving
the optimum utility point within the stability region subject to
various interference power constraints at the core network.
The main analytical tool used for this purpose is the stochastic
network optimization framework put forward in [10]. The
motivation to follow this approach is to investigate network
stability and optimality jointly as is also done in [11], [12] to
address fairness issues by investigating the scheduling prob-
lemand network utilitymaximization (NUM) simultaneously.

1.2 Contributions
The main contributions of this paper are two-fold. First, a
thorough analysis for interference-aware mobile edge net-
working is provided. In doing so, we derive the stability
region for edge devices operating under interference con-
straints at the network core. The notion of stability region
here refers to the set of rates achievable by any feasible flow
control and scheduling policies not violating predefined
hard interference limitations at the core AP. The interfer-
ence regulated stability region is compared with the one
without any QoS guarantees at the core network, which
leads to the quantification of rate loss due to interference-
aware operation of the edge network.

We then formulate a resource allocation problem for
interference-aware edge networking as a NUM problem, in
which the optimal scheduling of edge devices is imple-
mented at the MAC layer, while the flow control is realized
at the transport layer. We propose a cross-layer dynamic
control algorithm for solving the scheduling and flow con-
trol problem jointly. It is shown that the proposed cross-
layer design achieves a utility point arbitrarily close to the
maximum achievable utility. In particular, the flow control
algorithm moves the rate vector to the Pareto boundary of
the stability region, while the scheduling algorithm ensures
that the core network constraint qualifications are met.

As a second contribution, we examine the problem of
practical implementation of the above cross-layer design in
the absence of a centralized scheduler. Specifically, we
design simple but efficient distributed channel access algo-
rithms, called channel-aware distributed schedulers, where
the edge devices decide to transmit or not based on their
local information (i.e., their channels and queue backlogs).
The proposed algorithms are channel-aware in the sense
that they are able to take channel variations into account for
scheduling decisions.

We obtain analytical performance bounds on the dynamic
control of the edge network based on the proposed channel-
aware distributed schedulers. Now, the utility optimal point
achieved through a centralized scheduler can no longer be
guaranteed due to availability of only limited information in
the distributed mode of operation. To quantify the perfor-
mance loss, we show that we can achieve an a�-fraction of
the utility optimal point and obtain an analytical characteri-
zation of the parameter a� 2 0; 1½ �. a� can be adjusted as a
function of the contention level and the number of mini-slots
used by the distributed scheduler to resolve contention. We
demonstrate the advantages of the proposed distributed sol-
utions bymeans of an extensive simulation study.

2 RELATED WORK

Our results in this study crosscut a wide range of literature
including mobile edge networking, D2D/IoT communica-
tion, cognitive radio networks and multi-tier HetNets.
Hence, we will only mention the papers that are most rele-
vant to ours, mostly focusing on the literature in underlay
D2D communication and cognitive radio networks.

The papers such as [13], [14], [15], [16], [17], [18], [19]
investigate the resource allocation problem for underlay
D2D/IoT networks. In [13], [14], the authors consider a sin-
gle cell scenario with a cellular base-station (BS) and two
D2D users sharing the same spectrum. Power control is
exercised on the BS and the spectrum usage of the D2D
pairs is optimized by considering sum rate as the objective
function subject to energy/power constraints under non-
orthogonal and orthogonal sharing mode. In order to fur-
ther improve the gain from intra-cell spectrum reuse, prop-
erly pairing cellular and D2D users for sharing the same
resources was studied in [15], [16].

In particular, [15] considers the control of interference
from D2D links to the cellular users by limiting the maxi-
mum transmit power of the D2D users. In [16], the authors
employ the knowledge of spatial interference for D2D
receivers to maximize network capacity with multiuser
MIMO. Cellular users in the vicinity of the interference-lim-
ited area are not scheduled. The optimal power allocation
problems for D2D networks are analyzed in [17], [18], [19].
The authors in [17] and [18] show that the problem of optimal
power allocation and mode selection are not tractable. They
propose an alternative greedy heuristic algorithm to lessen
interference at the core cellular AP. The proposed scheme is
practical but cannot prevent excessive signaling overhead.
The authors in [19] propose a method to identify power effi-
ciency for D2D communication, which is a function of trans-
mission rate and power consumption of the devices.

The papers [20], [21], [22] focus on performance optimiza-
tion of D2D networks subject to certain QoS constraints. The
authors in [20] consider throughput-optimal resource alloca-
tion problem with minimum rate guarantees for both D2D
and regular users. The paper [21] formulates the problem of
maximizing the system throughput with minimum data rate
requirements by means of the particle swarm optimization
framework to obtain a solution. In [22], they formulate fair
resource allocation for D2D networks as an integer program-
ming problem, which is NP-hard. Hence, they propose a
sub-optimal solution that captures the interplay between dif-
ferent elements of the optimization problem in different
phases. D2D caching networks are investigated in [23] and
[24]. The authors in [23] analyze the scalability of multi-hop
wireless communications for the case of replicated content
across the nodes. The system model in [24] incorporates tra-
ditional microwave and millimeter-wave D2D links, and
they show that in non-asymptotic regimes, the proposed
D2D system model offers very significant throughput gains
with respect to BS-only schemes.

The above papers indicate the potential of D2D networks
to improve spectrum efficiency and data throughput at the
network edge if the interference can be regulated at the
core cellular networks. The main point of difference
between the current work and those above is the cross-layer
design approach developed in this paper to address queue
stability, scheduling and flow control jointly. Different
from them, we obtain a parametric characterization for the
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stability region of devices at the network edge under hard
interference limitations at the network core. Further, we
obtain a cross-layer scheduling and flow control algorithm
maximizing the overall network utility within this stability
region without violating interference limitations.

In addition to abovework, our results in this paper are also
related to those on resource allocation and opportunistic
scheduling for underlay cognitive radio networks (CRNs)
[25], [26], [27], [28], [29], [30], [31], [32], [33], [34]. The authors
in [25] investigated the optimal power control and the result-
ing throughput scaling laws for underlay CRNs under aver-
age interference power constraints at the primary users. The
same results are extended to the fully distributed case and
partial cooperation case between secondary and primary net-
works in [26] and [27], respectively. The papers such as [28]
and [29] analyze the performance of underlay CRNs subject
to instantaneous interference power constraints to optimize
outage probability and some queuing performancemetrics.

Opportunistic scheduling for CRNs is studied in [30],
where Lyapunov optimization tools are used to design flow
control, scheduling and resource allocation algorithms.
Explicit performance bounds are derived. In [31], the
authors analyzed stable throughput for a primary multi-
access system, where a secondary user (SU) receives packets
from two primary users (PU) and relays them using the
superposition coding technique when the primary slot is
idle. The paper [32] studies the tradeoff between packet
delay and energy consumption in a cooperative cognitive
network. One common cooperation method is cooperative
relaying [33]. In cooperative relaying, the SU receives the
failed PU packets and relays them to the primary destina-
tion on the next transmission opportunity. An additional
relay queue is needed at the SU source for this purpose.
Ashour et al. in [34] proposed an admission control algo-
rithm as well as randomized service at the relay queue and
analyzed stable throughput in CRNs. One distinctive aspect
of the current paper from the existing work in underlay
CRNs above is a thorough analysis of the distributed imple-
mentation of scheduling and flow control algorithms in a
mobile edge networking setting. An efficient distributed
scheduler is designed explicitly, and the loss from such a
distributed mode of operation is characterized analytically.

3 SYSTEM MODEL, SCHEDULING POLICY, AND
EDGE NETWORK STABILITY

In this section, we will introduce the details of our system
model and the definitions of the main concepts that are
used throughout the paper in relation to this model.

3.1 System Model
Our primary aim is to propose an efficient cross-layer design
for mobile edge networks that lead to optimum utility point
stabilizing the queues at edge devices. Both centralized and
distributed approaches are investigated, with the central-
ized cross-layer algorithm (i.e., joint flow control and sched-
uling) being the benchmark to evaluate the performance of
distributed algorithms. To this end, we consider a group of
edge devices forming N distinct links and sharing the same
frequency band with a core network AP, as shown in Fig. 1.
Note that these communication links can be considered to
be among D2D pairs, cognitive devices or femtocell users at

the network edge depending on the application scenario.
The edge devices are in close proximity of each other so that
they can reach to their intended receivers in a single hop,
yet they cause excessive interference to each other when
multiple pairs are active at the same time. This leads to a
fully connected interference graph topology with collision
model for the edge network.

The devices operate in slotted time with slot indices repre-
sented by t 2 N. The link qualities vary over time according
to the block fading model, in which the channel gain is con-
stant over a time slot and changes from one slot to another
independently according to a common fading distribution.
We use hiðtÞ, i ¼ 1; . . . ; N , to represent the direct channel gain
between the transmitter and receiver of the ith link. These
direct channel gains are independent and identically distrib-
uted (iid) over users as well as over time. Operating in the
same frequency band, the devices also cause interference to
the core AP in Fig. 1. We denote the interference channel gain
between the transmitter of the ith edge link and the core AP
by giðtÞ for i ¼ 1; . . . ;N . Furthermore, there may be other sur-
rounding edge devices and core devices transmitting data to
the core AP, not too close but causing some non-negligible
interference to the edge network in question. We denote the
total interference caused to the pair i by IiðtÞ for i ¼ 1; . . . ; N .
Again, interference channel gains obey to the iid block fading
model (possibly with a different distribution than that of the
direct channel gains) as described above. We assume that the
channel gains and inter-edge network interference levels are
drawn from continuous distributions. For notational simplic-
ity, we often use the vector notation hhðtÞ ¼ h1ðtÞ; . . . ; hNðtÞ½ �,
ggðtÞ ¼ g1ðtÞ; . . . ; gNðtÞ½ � and IIðtÞ ¼ I1ðtÞ; . . . ; INðtÞ½ � to denote
the channel gains and interference valuesmore compactly.

For the sake of comprehending the interplay between the
scheduling decisions at the MAC layer and the flow control
decisions at the transport layer better, it is assumed that no
power control is exercised at the physical layer of the net-
work edge and all devices transmit at a constant power level
P over all time slots. This assumption will help us to distill
the effect of physical layer parameters on the interactions
of the upper layer scheduling and flow control protocols,
which is the main focus of the current paper. In this setting,
an important quantity of interest that determines the net-
work performance is the rates (measured in units of bits/
slot) offered over a communication link during time slot t.
We assume that these communication rates are described
by the functions RiðtÞ (as functions of transmission power
levels, channel gains and interference levels) for
i ¼ 1; . . . ; N . Even though we do not assume any specific
functional form for RiðtÞ, which is usually determined by
the coding and communication technologies embedded in

Fig. 1. Network model consisting of N edge device pairs that share a
common frequency band with a core access point.
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the transceiver circuits of the edge devices, we require that

RiðtÞ has a bounded second moment, i.e., E½RiðtÞ2� � R2
max

for all t 2 N.1 The significance of the rate function RiðtÞ in
our analysis is that it will determine the service rates of the
network layer queues maintained at the network edge.

An application runs at the application layer of each edge
device, and generates the bits to be stored at the transport
layer queues. These bits are accepted to the network layer
according to a flow control mechanism that runs at the trans-
port layer. We let AiðtÞ represent the amount of data (in bits
per slot) that enters the network layer at the beginning of
time slot t and is stored at a network layer queue with size
QiðtÞ at edge device i, i 2 1; . . . ; Nf g. The relationship
between these important network parameters at the queue
level is displayed in Fig. 2.

It is assumed that the input rate AiðtÞ is admissible in the
sense that AiðtÞ � Amax for all t 2 N, and it has a long-term
average xi, i.e., xi ¼ limsupT!1 1

T

PT
t¼1 AiðtÞ. The utility

obtained by communication over the ith link, Ui xið Þ, is a
function of the long-term average rate xi. We assume that
Uið0Þ ¼ 0, and Ui xð Þ is a continuously differentiable, mono-
tonically increasing and concave function of its argument.
This concludes the description of our system model.

3.2 Scheduling Policy
Due to close geographical proximity of edge devices in our
model, only one device pair in the edge network can com-
municate its data reliably over its respective wireless com-
munication link. Hence, a scheduling decision must be
made at the beginning of each time slot to select an appropri-
ate user based on the current (both direct and interference)
channel conditions. For this purpose, roughly speaking, a
scheduling policy should determine which set of links to be
activated in each time slot for data transmission.

Definition 1. A scheduling policy II : R3N
þ 7!½0; 1�N is a vector-

valued function II hhðtÞ; ggðtÞ; IIðtÞð Þ ¼ II 1 hhðtÞ; ggðtÞ; IIðtÞð Þ; . . . ;½
II NðhhðtÞ; ggðtÞ; IIðtÞÞ� that maps the direct and interference
channel states to scheduling probabilities, i.e., II i hhðtÞ;ð
ggðtÞ; IIðtÞÞ 2 ½0; 1�N for each i 2 1; . . . ; Nf g, and satisfies the
feasibility constraint

PN
i¼1 II i hhðtÞ; ggðtÞ; IIðtÞð Þ � 1.

For ease of notation, we refer to II i hhðtÞ; ggðtÞ; IIðtÞð Þ as
II iðtÞ in the rest of the paper. It should be noted that sched-
uling policies given in Definition 1 constitute a collection of
randomized control mechanisms for the edge network in

question specifying scheduling probabilities for each pair of
device. Implicit in this definition, a scheduling policy does
not allow two links to be active simultaneously due to the
topological constraints of our network model. More explic-
itly, once scheduling probabilities are identified for all links
in the edge network for time slot t 2 N, only one of them is
selected for transmission by using the probability distribu-
tion induced by II ðtÞ over the set of edge device indices to
determine the index of the selected link.

An important subset of the randomized scheduling poli-
cies is the deterministic ones. We say that a scheduling policy
II ðtÞ ¼ I 1ðtÞ; . . . ; I NðtÞ½ � is a deterministic scheduling policy
if II iðtÞ is either zero or one for all i 2 1; . . . ;Nf g and for all
time slots t 2 N. It will be shown below that the use of ran-
domized scheduling policies will facilitate the mathematical
analysis of the collection of optimization problems leading to
the network stability region by turning them into convex opti-
mization problems, whilst the solutions of these optimization
problems lie in the set of deterministic scheduling policies.

3.3 Edge Network Stability
In this part, we will provide the details of the notion of the
edge network stability by relating the scheduling policies to
the queue level dynamics of edge devices. To this end, we
will first put forward the notion of interference-aware edge
network operation. All the network stability definitions pre-
sented afterwards will be with respect to this notion of inter-
ference-aware operation.

The main communication paradigm of interest that we
focus on for the coexistence of an edge network with core
network users in the same spectrum is the underlay para-
digm [9]. The main idea underpinning the underlay com-
munication paradigm is that the edge network can utilize
the same spectrum with the core AP as long as it does not
cause harmful degradation to the data communication at
the core AP by keeping the interference levels (instanta-
neous and average) below pre-specified interference thresh-
old values. This leads to the interference-aware edge
network operation, formally defined as below.

Definition 2. An edge network is said to be an interference-
aware network if the average and instantaneous interference
power levels that it causes to the core network AP is bounded
above by the pre-specified interference threshold values asXN

i¼1

E PgiðtÞI iðtÞ½ � � g and I iðtÞ ¼ 0 if PgiðtÞ > n; (1)

where g and n denote the upper limits on the aggregate average
and individual instantaneous interference powers from all
links in the edge network, respectively.

This definitionmakes the coupling between the scheduling
policies and the restrictions due to the interference-aware
operation explicit. In particular, the optimum scheduling pol-
icy achieving the maximum communication rates that can be
stably supported by an interference-aware edge network
must strike a balance between choosing the best link at the
network edge and respecting the radio etiquette rules arbitrat-
ing the spectrum access rights between edge devices and the
core AP. The above interference constraints are primarily
designed to safeguard two types of data traffic at the core net-
work against the harmful edge network interference. The
average interference constraint in (1) is for delay-insensitive
data traffic (e.g., text messaging) for which the messages are

Fig. 2. Queue model for edge pair i.

1. For example, if the Shannon capacity formula is used to quantify
the communication rates for the ith link, RiðtÞ can be given as
RiðtÞ ¼ log ð1þ PhiðtÞ

IiðtÞþN0
Þ, where N0 represents the background noise

power degrading transmissions over the ith link.
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encoded and decoded over many time slots. On the other
hand, the instantaneous interference constraint in (1) is for
delay-sensitive data traffic (e.g., video streaming) for which
the messages are encoded and decoded over a single time
slot. An edge networkmay not know the type of data traffic at
the core AP at any given particular time, and hence must
respect both constraints simultaneously.

Next, we formally define the concept of the stability of an
interference-aware edge network. As is standard [10], stabil-
ity here refers to being long-term averages of expected
queue sizes finite, i.e., limsupT!1 1

T

PT�1
t¼0 E QiðtÞ½ � < 1. Fur-

ther, we say that the edge network is stable under II ðtÞ if the
network layer queues of all edge devices are stable. An
important concept that expands upon the definition of net-
work stability and relates the flow control and scheduling
mechanisms for an edge network is the network stability
region, which is defined as below.

Definition 3. The network stability region of an interference-
aware edge network, denoted by L, consists of all arrival
rate vectors xx ¼ x1; x2; . . . ; xNð Þ such that there exists a sched-
uling policy II ðtÞ satisfying the conditions below for all
i 2 1; . . . ; Nf g and t 2 N

E I iðtÞRiðtÞ½ � � xi; (2)XN
i¼1

E PgiðtÞI iðtÞ½ � � g; (3)

I iðtÞ ¼ 0 if PgiðtÞ > n; and
XN
i¼1

I iðtÞ � 1: (4)

The constraints in (3) and (4) are due to the interference-
aware operation of the edge network and the feasibility con-
dition. The constraint in (2) is the classical necessity con-
straint for the queue stability describing the fact that the
incoming rate to the network layer queues should be equal
to or smaller than the outgoing service rate, which depends
on the choice of the scheduling policy in our particular edge
networking scenario [35].2

In the next section, we will obtain the Pareto boundary of
the network stability region, where no feasible and interfer-
ence-aware scheduling policy can stabilize the edge network
when the arrival rates are beyond this boundary. Thiswill pro-
vide a complete characterization of L. This characterization
will be carried out under the full channel-state information
(CSI) assumption. Although helpful in understanding the
maximum rates that can be stably supported by an edge net-
work, such a characterization of the network stability region
does not provide uswith any insights regarding how todesign
dynamic controlmechanisms achieving the rates inL.

To resolve this drawback, we design a dynamic but central-
ized flow control and scheduling algorithm that achieves all
the rates within the network stability region in Section 5. The
scheduling part of the proposed algorithm provides design
insights into how to construct a feasible and interference-
aware scheduling mechanism for an edge network. In addi-
tion to stabilizing an interference-aware edge network, the
proposed algorithm alsomaximizes the collective utility of the
edge devices. The flow control part of the proposed algorithm
provides design insights into how to construct flow control

mechanism to maximize collective network performance. The
distributed solutions achieving these desirable properties up
to some performance gaps are given in Section 6.

4 STABILITY REGION FOR INTERFERENCE-AWARE

EDGE NETWORKS

In this section, we derive the boundary of the stability
region of an interference-aware edge network such that any
arrival rate vector outside the closure of the boundary is
unattainable. Then, we analyze the effect of interference-
aware communication on the network stability region by
comparing the boundaries obtained with and without inter-
ference constraints.

We begin our analysis by computing the boundary of net-
work stability region. This is equivalent to maximizing the
average outgoing (service) rate achieved by edge device i for
given average rate values of other devices. Recall that the
average arrival rate should be smaller or equal to the average
service rate in a stable network. Hence, we say that an arrival
rate xi of an edge device i 2 1; . . . ; Nf g that is larger than this
maximized service rate cannot be achieved. Before giving the
mathematical description of the problem, the following
remark is important. Since we assume that the channels are
ergodic and stationary, we utilize the statistical averages in
constructing the optimization problem. Hence, we ignore the
time index for the sake of notational simplicity in this section.
But in the next section, when we perform dynamic control,
we again introduce time index back. Further, for notational
convenience, letC be the set of all scheduling policies. There-
fore, the aim is to maximize EE II iðhh; gg; IIÞRi½ �, associated with
the point E I jðhh; gg; IIÞRj

� � ¼ aj; 8j 6¼ i, by solving the follow-
ing optimization problem

max
I 2C

E I iðhh; gg; IIÞRi½ � (5)

subject to E I jðhh; gg; IIÞRj

� � � aj; 8j 6¼ i (6)

E
XN
j¼1

PI jðhh; gg; IIÞgj
" #

� g (7)

I jðhh; gg; IIÞ ¼ 0 if Pgj > n and
XN
j¼1

I jðhh; gg; IIÞ � 1; (8)

where the expectations are over the joint distribution of the
instantaneous channel gains of direct and interference chan-
nels as well as the interference values. We solve the above
optimization problem using the dual method that is particu-
larly appealing to our problem structure, whose solution is
given in the next theorem.

Theorem 1. A solution of the optimization problem given in (5),
(6), (7), and (8) is equal to

I �
j ðhh; gg; IIÞ ¼

1; if Wj ¼ maxk2CWk

0; otherwise;

�

where C ¼ j : Wj � 0; Pgj � n
� �

, Wj ¼ ��
jRj � m�Pgj for

all j 6¼ i, Wi ¼ Ri � m�Pgi, and ��
j and m� are Lagrange mul-

tipliers associated with the rate and interference constraints in
(6) and (7), respectively.

Proof. Please see Appendix A, which can be found on the
Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TMC.2017.2696939. tu

2. Although not needed in our analysis, it can be shown that the sta-
bility region L is a convex set by using the standard time-averaging
arguments.
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Theorem 1 gives us the optimal scheduling policy II �

achieving E I �
j ðhh; gg; IIÞRj

h i
¼ aj for all j 6¼ i. Then, the

boundary of the stability region can be attained by varying
aj; 8j 6¼ i, and obtaining the points where the average rates
of edge device i are maximized. Another important point is
that even though we state the optimization problem for the
randomized scheduling policies, i.e., I jðhh; gg; IIÞ 2 ½0; 1�, the
optimal solution turns out to be a deterministic scheduling
policy, i.e., I jðhh; gg; IIÞ is either zero or one. In addition,
observe that if the condition Pgj > n or Wj < 0 for all edge
devices, then the channel remains idle. The reason is that the
channel conditions are not good enough to access the chan-
nel at the expense of the interference caused to the core AP.

As indicated above, there may be time instants during
which the channel remains idle in an interference-aware
edge network to safeguard the core AP. This will result in a
decrease in optimal rates due to under-utilization of the
channel. Consequently, it leads to a contraction of the net-
work stability region. To understand this phenomenon bet-
ter, we also derive the optimum scheduling policy without
interference constraints, and compare the achievable rate
regions in both cases with and without interference con-
straints. Following similar arguments above, we have the
following optimum scheduling problem

max
I 2C

E I iðhh; gg; IIÞRi½ � (9)

subject to E I jðhh; gg; IIÞRj

� � � aj; 8j 6¼ i (10)

XN
j¼1

I j hh; gg; IIð Þ � 1; (11)

without interference constraints, whose solution is given by
the next theorem.

Theorem 2. A solution of the optimum scheduling problem in
(9), (10), and (11) is equal to

I �
j ðhh; gg; IIÞ ¼

1; if ��
jRj > ��

kRk; 8k 6¼ j
0; otherwise;

�
where ��

j is the Lagrange multiplier associated with the rate
constraint in (10).

Proof. The proof follows the similar lines with the proof of
Theorem 1, and hence is skipped to avoid repetitions. tu
In Figs. 3a and 3b, the stability region for a two-link edge

network is illustrated for Rayleigh fading direct and inter-
ference channels, in which the communication rate is

selected as Shannon capacity, i.e., RiðtÞ ¼ log ð1þ PhiðtÞ
N0þIi

Þ.
Only average interference power constraint is considered
for having clean exposition. We select 10 interfering links to
the edge devices, and the mean channel gains of these links
are randomly chosen between 0.05 and 0.2 to simulate II.3

To plot the stability regions, we varied the rate achieved by
the second pair, calculated �� and obtained the boundary
rate pair for each point. Recall that hi and gi are the direct
and interference channel gains of the ith pair, respectively. In
Fig. 3a, we take E h1½ � ¼ E h2½ � ¼ 0:4 and E g1½ � ¼ E g2½ � ¼ 0:2 to
obtain different boundary rate pair for varying interference
parameter g. As seen in Fig. 3a, when we decrease g, i.e., the
interference constraint is more stringent, the network stability
region shrinks since both pairs have less transmission oppor-
tunities tomeet the interference constraint. In Fig. 3b, we fixed
the value of g at 0.1 and vary E g2½ �. As seen in Fig. 3b, when
E g2½ � ¼ 0:1, the network stability regions (with and without
interference constraints) coincide for small rate values of edge
user 1, where the second pair takes a higher portion of trans-
missions. This observation results from the fact the interfer-
ence constraint is inactive in this case and the second pair
with smaller interference channel gain transmits predomi-
nantly. On the other hand, as E g2½ � increases, i.e., E g2½ � ¼
0:2; 0:5 and 1, the interference experienced by the core AP
starts to increase and the network stability region shrinks.

5 CONTROL OF UNDERLAY EDGE NETWORKS WITH

CENTRALIZED SCHEDULING

In the previous section, we characterize the stability region
by obtaining maximum rates that an interference-aware
edge network can support. In this section, we will present a
dynamic control algorithm that will solve a NUM problem
while stabilizing the network layer queues in an edge net-
work. To do so, we follow a cross-layer design approach. In
the lower layer, the scheduling policy ensures network sta-
bility and satisfies the interference requirements. In the
upper layer, on the other hand, flow control policy strives to
move the network layer arrival rates to the optimal point
within the stability region. Since the derived cross-layer
algorithm will be a dynamic online algorithm, we will use
the time index t 2 N in this section again to indicate its oper-
ation in time.

Fig. 3. Network stability region for the communication scenario with two pairs of edge devices, where Ravg
i ¼ E I �

i hh; gg; IIÞð ÞRi

� �
.

3. The total interference at the ith edge device pair, Ii, is the
weighted sum of the gains of these interfering links, with weights being
the transmission powers that are set to unity in Figs. 3a and 3b.
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The dynamic cross-layer algorithm takes the queue
lengths (both virtual and real queues) and instantaneous
direct and interference channel gains as input, and deter-
mines the scheduled device i 2 1; . . . ; Nf g at each time slot
as an output. We start our analysis by first formulating the
NUM problem and providing the queue dynamics to set the
stage for the cross-layer design approach.

5.1 NUM Problem Formulation
Our objective is to stabilize the edge network while maxi-
mizing the sum of device utilities. That is, we aim to find a
solution for the following NUM problem

max
xx

XN
i¼1

UiðxiÞ (12)

subject to xx 2 L: (13)

The objective function in (12) accounts for the total
expected utility of edge devices over random stationary chan-
nel conditions, interference values and scheduling decisions.
The constraint in (13) ensures that network layer arrival rates
of edge devices are within the rate region that can be stably
supported by the edge network. The above problem could be
in principle solved bymeans of standard convex optimization
techniques if the stability region is known in advance.
Although this approach may give us an idea about how to
select transmission rates, it will not say anything about how
we can reach the optimum operating point by relating the
solution to the design of edge networks. Thus, in the following
sections, we develop a practical dynamic control algorithm to
facilitate our understanding of the interplay between interfer-
ence requirements and the critical functionalities of edge net-
works, such as scheduling and flow control.

5.2 Queue Dynamics
We assume that there is an infinite backlog of data at the
transport layer of each edge device. Our proposed
dynamic flow control algorithm determines the amount
of traffic injected into the queues at the network layer.
The dynamics of the network layer queue of the ith edge
pair is given as

Qiðtþ 1Þ ¼ QiðtÞ � I iðtÞRiðtÞ½ �þ þ AiðtÞ: (14)

To meet the average interference constraint given in (1),
we also maintain a virtual queue

Zðtþ 1Þ ¼ ZðtÞ � g þ
XN
i¼1

I iðtÞPgiðtÞ
" #þ

: (15)

The state of the virtual queue at any given time instant is
an indicator on the amount by which we exceed the allow-
able interference constraint. Thus, the larger the state of these
queues, the more conservative our dynamic algorithm has to
get towards meeting constraints, i.e., the less transmissions
will take place by edge device pairs. The strong stability of
virtual queues guarantees that the interference constraints
are satisfied in the long run (i.e., see Theorem 5.1 in [10]).

5.3 Dynamic Control
The proposed cross-layer dynamic control algorithm is
based on the stochastic network optimization framework
[10]. This approach enables us to obtain a solution for

long-term stochastic optimization problems without requir-
ing an explicit characterization of the stability region.
Furthermore, it facilitates the simultaneous treatment of
stability and performance optimization by the introduction
of virtual queues to transform performance constraints into
queue stability problems.

To this end, consider the queue backlog vectors for com-
munication pairs, which are denoted as QQðtÞ ¼ ðQ1ðtÞ; . . . ;
QNðtÞÞ and ZðtÞ. Let LðQQðtÞ; ZðtÞÞ be a quadratic Lyapunov
function of real and virtual queue backlogs defined as

LðQQðtÞ; ZðtÞÞ ¼ 1

2
ðZðtÞÞ2 þ

XN
i¼1

ðQiðtÞÞ2
 !

: (16)

Also, consider the one-step expected Lyapunov drift,
DðtÞ, for the Lyapunov function as

DðtÞ ¼ E LðQQðtþ 1Þ; Zðtþ 1ÞÞ � LðQQðtÞ; ZðtÞÞjQQðtÞ; ZðtÞ½ �:

The aim of the stochastic network optimization frame-
work is to minimize the drift to ensure network stability,
which can be achieved by having negative Lyapunov
drift whenever the sum of queue backlogs is sufficiently
large. Intuitively, this property ensures network stability
because whenever the queue backlog vector leaves the
stability region, the negative drift eventually drives it
back to this region. Furthermore, the following utility-
mixed Lyapunov drift

DUðtÞ ¼ DðtÞ � VE
XN
i¼1

UiðAiðtÞÞ
��� QQðtÞ; ZðtÞ

" #
; (17)

enables us to maximize the edge network performance in
conjunction with the network stability, where the condi-
tional expectation is taken with respect to all common ran-
domness and V > 0 is a design parameter.

Next, we present the control algorithm that minimizes
(17) and provide its optimality in Theorem 3.

Control Algorithm. Making an analogy to back pressure
algorithm, we propose the following cross-layer algorithm
that executes the following steps at each time t 2 N:

(1) Upper Layer—Flow control: The flow controller at each
edge device observes its current queue backlog
QiðtÞ. It then injects AiðtÞ bits, where AiðtÞ is the solu-
tion of the following optimization problem

AiðtÞ ¼ argmax
0�x�Amax

fVUiðxÞ �QiðtÞxg: (18)

The design parameter V > 0will determine the final
performance of the proposed algorithm. The above
identity involves maximizing a concave function,
which can be easily solved by using convex optimi-
zation techniques [36].

(2) Lower Layer—Scheduling. A scheduler observes the
backlogs in all edge devices and all fading/interfer-
ence states. Then, it determines the scheduling deci-
sion for time slot t 2 N, II ðtÞ, as the following index
policy

I iðtÞ ¼ 1; if i ¼ argmaxj2C WjðtÞ
0; otherwise;

�

SARIKAYA ET AL.: STABILITY AND DYNAMIC CONTROL OF UNDERLAY MOBILE EDGE NETWORKS 2201



for all i 2 1; . . . ; Nf g, where C ¼ j : Wj � 0; PgjðtÞ
�

� ng and WiðtÞ is the weight of edge pair i that is
given as

WiðtÞ ¼ QiðtÞRiðtÞ � PZðtÞgiðtÞ: (19)

Specifically, among the edge pairs that satisfy the
instantaneous interference constraint, the one having
the maximum weight is allowed to transmit at a
given time slot. If the set C is an empty set, then no
edge pair is scheduled for transmission. If the set
argmaxj2C WjðtÞ is not singleton, then any one of
edge pairs in this set can be scheduled for transmis-
sion. For continuous interference channel states,
argmaxj2C WjðtÞ is always singleton if there exists at
least one element in C.

We note that the parameter V > 0 in the flow control
algorithm determines the extent to which the utility opti-
mization problem is emphasized. Indeed, if V is large rela-
tive to the current backlog in the source queues, then the
admitted rates AiðtÞ will be large, increasing the time aver-
age utility while consequently increasing the congestion
level at the network edge. This effect is mitigated by more
conservative flow control decisions as the backlog grows at
the source queues. Note that the flow control algorithm is
decentralized because the control values for each device
require only knowledge of the queue backlogs at edge
device pair i 2 1; . . . ; Nf g.

In the scheduling policy, the weight Equation (19) consists
of a reward termQiðtÞRiðtÞ and a cost termPZðtÞgiðtÞ. Specifi-
cally, the larger the data queue backlog size QiðtÞ and/or
higher the instantaneous channel rate RiðtÞ, the more likely
the transmission from edge pair i occurs. On the other hand,
the larger the interference queue backlog size ZðtÞ (represent-
ing the interference level caused to the core AP) and/or
higher the interference channel gain giðtÞ, the less likely the
transmission of edge pair i takes place. In this setting, the flow
control algorithm strives to maximize collective network util-
ity, whereas the scheduling policy makes sure that the utility
maximizing operating point is within the stability region.
Indeed, by utilizing the proposed scheduling algorithm, we
can achieve any point in the stability region.

Theorem 3. Suppose x�x� ¼ ½x�
1; . . . ; x

�
N � is the average arrival

rates produced by the proposed dynamic control algorithm.
Then, for any flow parameter V > 0, the dynamic control algo-
rithm yields the following performance bound for the aggregate
network utility

XN
i¼1

Uiðx�
i Þ � U� �B1

V
;

while bounding the total long-term expected queue lengths as

lim supT!1
1

T

XT�1

t¼0

XN
i¼1

E QiðtÞ½ � � B1 þ V k

�1
;

where B1; �1; k > 0 are constants and U� is the optimal aggre-
gate utility of the problem in (12) and (13).

Proof. We omit the proof due to space limitation. See [37]
for details. tu
This theorem shows that the proposed dynamic control

gets arbitrarily close to the optimal utility by choosing V suffi-
ciently large at the expense of proportionally increased

average queue sizes.We note that the proposed dynamic con-
trol algorithm is not distributed since its scheduling part
depends on global queue length information. As compared to
the distributed scheduling algorithms, the centralized sched-
uling schemes usually lead to a better performance at the cost
of requiring a central authority to allocate the network resour-
ces. In edge networking, such a central authority does not
always exist. Furthermore, implementation of the centralized
algorithms results in high overhead on the network due to the
process of collecting channel conditions and queue states of
all edge devices. In the remainder of the paper, we focus on
designing distributed scheduling algorithms relaxing the
assumptions necessary for the centralized algorithm. Note
that the flow control part of the proposed solution is already
distributed, i.e., each node decides its admitted flow based on
only local information. Thus, it remains the same below.

6 CHANNEL-AWARE DISTRIBUTED ALGORITHMS

FOR EDGE NETWORKS

In this section, we relax the requirement of having a central
authority for scheduling edge devices in Section 5 by inves-
tigating contention based distributed scheduling algorithms
with multiple round contention. The proposed algorithm
will be called Channel-Aware Distributed Scheduler
(CADS) that operates based on the local queue size and
channel state information at each edge device pair. The dis-
tributed mode of operation necessitates the modification of
the NUM problem as

max
XN
i¼1

UiðxiÞ (20)

subject to xx 2 aL; (21)

where a 2 ½0; 1� is a contraction coefficient. The constraint in
(21) suggests that the distributed scheduling algorithms can
still stabilize the edge network, provided that the arrival rates
are interior to aL, which is an a-scaled version of the stability
region. In the remainder of the section, we will provide the
details for CADS. For analytical purposes, we assume that all
direct and interference channel states are iid. However, we
perform simulations for iid and non-iid cases and observe
that the proposed algorithm often achieves scheduling perfor-
mance closer to the centralized case. Furthermore, we will
only assume the average interference constraint, but it is
straightforward to incorporate the instantaneous interference
requirement in the solution aswell.

6.1 Contention Resolution Phase in CADS
Operation of CADS takes place in slotted time in two
phases: (i) contention phase and (ii) data transmission
phase. The contention phase is composed of M mini-slots,
each of which is of enough duration to detect contention
signals from other edge devices, i.e., a mini-slot must be at
least 8 ms in an IEEE 802.11b environment. If t is the ratio
of the mini-slot duration to the duration of a regular time
slot, then the parameterMt, which will appear below, signi-
fies the fraction of time spent to resolve collisions.

The contention from edge devices for time slot t 2 N is
resolved as follows. The ith pair selects a mini-slot m 2
1; . . . ;Mf g to send its contention signal. The selected mini-
slot m depends on the pair i’s weight WiðtÞ that incorpo-
rates queue backlog, direct channel and interference chan-
nel information into a single parameter. If the pair i senses a
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contention signal from another pair before the mth mini-
slot, it stops contending for the channel and defers its data
transmission to the next time slot, i.e., I iðtÞ ¼ 0. Otherwise,
it sends a contention signal in the beginning of the mth
mini-slot. If no collision is sensed, then the ith pair obtains
the access for the channel to transmit its data for the remain-
ing part of the time slot, called the data transmission phase,
commencing after the contention phase. If a collision is
sensed, then the time slot remains idle and no data trans-
mission takes place. These steps are visually illustrated in
Fig. 4 and summarized in Algorithm 1 below.

Algorithm 1. Contention Resolution in CADS

1. At the beginning of each time slot t 2 N, the pair
i 2 1; . . . ; Nf g picks a mini-slot m 2 f1; . . .Mg based on its
weightWiðtÞ.

2. If contention signal is sensed before themth mini-slot, then
the pair i suspends its contention by setting I iðtÞ ¼ 0.

3. If no contention signal is sensed, the pair i transmits a
contention signal in the beginning of themth mini-slot.

- If a collision is detected, the pair i sets I iðtÞ ¼ 0.

- If no collision is detected, the pair i sets I iðtÞ ¼ 1,
and starts its transmission in the beginning of data
transmission phase.

4. The whole process restarts in the next time slot.

Based on the contention resolution phase described
above, the edge pairs with the smallest backoff time have a
chance of earning access rights for the channel. Hence, it is
of critical importance to design an efficient association pol-
icy mapping small backoff times to the large weights WiðtÞ
to ensure high utility and to exploit multiuser diversity.
Our aim below is to investigate the structure of such effi-
cient policies associating device weights with the mini-slot
indices.

Definition 4. A mini-slot association policy QQ wwð Þ ¼ Q1 w1ð Þ; . . . ;½
QN wNð Þ� is a mapping QQ : RN

þ 7! 1; . . . ;M þ 1f gN such that
its ith component function Qi wið Þ determines the mini-slot
index to which the ith pair with weight wi is assigned. Further,
QQ is said to be a threshold policy if all of its component func-
tions can be written as

Qi wð Þ ¼ m; if aðiÞm � w < a
ðiÞ
m�1; for m 2 f1; . . . ;Mg

M þ 1; if w < 0;

(

where QiðwÞ ¼ M þ 1 indicates that the edge pair i does not
contend for the channel in time slot t 2 N.

We note that the mini-slot index M þ 1 is introduced
above for the sake of indicating that transmission from an

edge pair is deferred to a next time slot if its weight is nega-
tive. In this case, transmissions from such pairs cause more
harm to the core AP than its benefit by causing excessive
interference. Below, we design a threshold-based mini-slot
association policy in which the goal is to operate in close
proximity of the optimal point without imposing high com-
plexity as well as providing fairness between edge pairs. In
Section 7, we compare the performance of the designed pol-
icy with different threshold-based mini-slot association pol-
icies that mainly differ from each other based on how they
determine the threshold values.

6.2 CADS with Uniform Mapping
In CADS with uniform mapping, each edge pair is assigned
to a mini-slot such that assignment instances are uniformly
deployed over all available mini-slots. This is achieved by
utilizing the distribution of weights WiðtÞ of edge pairs as
follows.4 Let Fi;tðwÞ be the conditional cumulative distribu-
tion function (CDF) ofWiðtÞ at time slot t 2 N, defined as

Fi;tðwÞ ¼ Pr WiðtÞ � wjWiðtÞ � 0; QiðtÞ; ZðtÞf g: (22)

Furthermore, let ðFi;tÞ�1ð�Þ be the inverse function of Fi;tð�Þ.
The following lemma indicates how to select the threshold val-
ues to achieve uniformdistribution over allmini-slot indices.

Lemma 1. For time-slot t 2 N, consider the mini-slot association
policy QQ defined as

QiðwÞ ¼
m; if ðFi;tÞ�1 M�m

M

� 	 � w < ðFi;tÞ�1 M�mþ1
M

� 	
for m 2 f1; . . . ;Mg

M þ 1; if w < 0;

8><
>:

for i 2 1; . . . ; Nf g. Then, for all t 2 N, QQ induces a uniform
distribution over mini-slot indices to assign edge pairs.

Proof. Directly follows from threshold definitions. tu
The mini-slot association policy above ensures that in the

long term, each pair contends in each mini-slot with the same
number of times, i.e., on the average with probability of 1

M
given that its weight is positive. The goal here is to minimize
the probability of collision by spreading the contention instan-
ces uniformly over all mini-slots. Furthermore, this mini-slot
association policy also enforces the scheduling of a good edge
device pair with respect to the current channel and queue
states. However, it should be noted that such a uniformmap-
ping policy, although promising, does not necessarily

Fig. 4. An illustration for the steps in Algorithm 1.

4. It is assumed that the edge pairs can learn their channel distribu-
tions by observing the channel over a period of time [38], and the com-
mon interference queue backlog, ZðtÞ, is broadcast to the edge devices
by the core AP.

SARIKAYA ET AL.: STABILITY AND DYNAMIC CONTROL OF UNDERLAY MOBILE EDGE NETWORKS 2203



guarantee the scheduling of the best edge pair, i.e., the pair
that has themaximumweight, as discussed subsequently.

The first performance loss in the CADS with uniform
mapping is due to the contention phase during which an
Mt fraction of whole time slot is used for contention resolu-
tion. The second performance loss arises from the possible
collisions in the contention phase. Whenever a collision
occurs, all edge pairs remain silent during the data trans-
mission phase, and the channel becomes under-utilized.
The third performance loss is the result of imperfect sched-
uling. The CADS with uniform mapping does not always
schedule the edge pair that has the maximum weight. The
main underlying reason behind this phenomenon is that
each edge device is assigned to a mini-slot uniformly at ran-
dom with respect to their weights. Although this provides
fairness among devices in giving the access rights to the
channel (i.e., devices with lower and higher weights are
treated equally), it can lead to an assignment of channel
access rights to the edge devices with smaller weights.

The next theorem provides an expression for the success
probability in the CADS with uniform mapping.

Theorem 4. Let SðtÞ be the event that the contention resolution
phase is successful for time slot t 2 N in the CADS with uni-
form mapping. Then,

Pr SðtÞð Þ ¼
XM
k¼1

NðtÞ
M

M � k

M


 �NðtÞ�1

;

whereNðtÞ is the number of edge pairs with positive weights at
time slot t.

Proof. Please see Appendix B, available in the online sup-
plemental material. tu
We note that the success probability decreases with the

number of contending edge users. The worst case scenario is
for when NðtÞ ¼ N . Hence, choosingM large with respect to
N to guarantee a worst case success probability, we can
increase channel utilization. In addition to Pr SðtÞð Þ, another
important parameter to assess the efficiency of the CADS
with uniform mapping is the weight of the scheduled edge
pair for transmission, which is given by

PN
i¼1 I iðtÞWiðtÞ. Our

simulation results indicate that the CADS with uniformmap-
ping stabilizes the queue sizes around the same stationary
points for all users, as expected due to fairness property. In
this case, we can obtain a lower bound on the expected sched-
uledweightwith respect to themaximumweight scheduling.

Theorem 5. Assume that the edge users observe identically dis-
tributed weights over the sample paths generated by the CADS
with uniform mapping. ForM � NðtÞ,

E
XN
i¼1

I iðtÞWiðtÞ
" #

� aðtÞE W�ðtÞ½ �;

where aðtÞ ¼ 1� NðtÞ
M

� 	NðtÞ

1þ 1
NðtÞ�1

� NðtÞ�1, and NðtÞ and W�ðtÞ are the

number of edge pairs with positive weights and the maximum
weight at time slot t 2 N.

Proof. Please see Appendix B, available in the online sup-
plemental material. tu
We note that this is a rather conservative lower bound on

E
PN

i¼1 I iðtÞWiðtÞ
h i

. One reason is that we designed it to be

independent of the fading distributions and network states.
It can be improved for specific distributions. This bound
becomes tighter for NðtÞ small and M large. Especially, for
M � 1þ �ð ÞNðtÞ, � > 0 andNðtÞ large, we can write

E
XN
i¼1

I iðtÞWiðtÞ
" #

� e�1E W�ðtÞ½ �:

One appealing feature of Theorem 5 is that it can help us to
relate the scheduled weight in the CADS with uniformmap-
ping to the maximum weight W �ðtÞ scheduling achieved by
the centralized algorithm. In particular, W�ðtÞ is equal to
1�Mtð ÞW �ðtÞ whenever both centralized and distributed
algorithms observe the same queue states.5 However, the
frequency at which they hit the same states is not the same.
Hence, the relationship between E W�ðtÞ½ � and E W �ðtÞ½ � is
more involved. The following theorem provides a lower
bound on the performance achieved by the CADS with uni-
form mapping by considering above observations.

Theorem 6. Let a� ¼ b
1� N

Mð ÞN
1þ 1

N�1ð ÞN�1, b ¼ E W�ðtÞ½ �
E W�ðtÞ½ � and M � N .

Suppose x�x� ¼ ½x�
1; . . . ; x

�
N � is the average arrival rates produced

by the CADS with uniform mapping. Then, for any flow
parameter V > 0, the algorithm achieves the following perfor-
mance bound

XN
i¼1

Uiðx�
i Þ � a�U� �B2

V
;

while bounding the long-term expected queue lengths as

lim sup
T!1

1

T

XT�1

t¼0

XN
i¼1

E QiðtÞ½ � � B2 þ V k

�3
;

where B2; �3; k > 0 are constants and U� is the optimal aggre-
gate utility of the problem in (12) and (13).

Proof. The proof follows from using the worst case bound
in Theorem 5 and Corollary 5.2 in [10]. tu

7 NUMERICAL RESULTS

In this section, we present an extensive numerical and simula-
tion study illustrating the analytical results obtained above.

7.1 Distributed Schedulers for Performance
Comparison

First, we introduce other CADS algorithms for comparing
the performance of our baseline CADS algorithm, which is
the CADS with uniform mapping.

7.1.1 CADS with Optimal Weight Mapping

This scheduler uses a threshold association policy that maxi-
mizes the expected weight of edge device pairs. That is to
say, the sequence of threshold values amf gMm¼1 is determined
as a solution of the following optimization problem

max
amf gMm¼1

E I iðtÞWiðtÞ½ � ¼
XM
m¼1

E I iðtÞWiðtÞjQiðWiðtÞÞ ¼ m½ �;

5. We assume that P stays the same for the transmission phase so
that the total interference energy accumulated at the core AP is scaled
accordingly, and the interference due to contention is negligible.
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for all i 2 1; . . . ; Nf g. Since the above optimization problem
is highly non-linear and dependent on the distributions of
fading processes, we are not able to obtain a closed-form
solution. Hence, we numerically solve the above problem.
Since the CADS with optimal weight mapping maximizes
E I iðtÞWiðtÞ½ � for all i 2 1; . . . ; Nf g, it results in better perfor-
mance than that obtained by the uniform mapping, albeit at
the expense of increased complexity.

7.1.2 CADS with Linear Mapping

This scheduler uses an easy-to-implement and efficient
algorithm for the edge devices having limited power and
memory. Specifically, it utilizes a discrete linear mapping
function Qi defined as

QiðwÞ ¼
m; if ðM�mÞWmax

M � w < ðM�mþ1ÞWmax
M ;

for m 2 f1; . . . ;Mg
M þ 1; if w < 0;

8<
:

for all i 2 1; . . . ; Nf g, where Wmax is a large constant repre-
senting an upper bound on the weight realizations. All edge
devices agree on the value of Wmax and then use the above
mapping to determine mini-slot indices.6

7.1.3 Interference Regulated Distributed Scheduler

Wemodify the baseline algorithm proposed in [39] to obtain
an interference regulated distributed scheduler (IRDS).

The operation of IRDS is divided into two phases: (i) con-
tention phase and (ii) data transmission phase, similar to
the CADS algorithms above. To facilitate the discussion, we
introduce two new random variables related to contention
and scheduling phases. The first one is the contention vari-
able, aiðtÞ, that is 1 with probability 1

N, and 0 with probabil-

ity N�1
N . The second one is the transmission variable, piðtÞ,

that is 1 with probability eWiðtÞ
eWiðtÞþ1

, and 0 with probability
1

eWiðtÞþ1
, where WiðtÞ is the weight of edge pair i defined in

(19) for all i 2 1; . . . ; Nf g. We note that the transmission var-
iable takes also into account interference level that is caused
to the core AP. This is the reason why the algorithm is regu-
lated with respect to the interference level.

The scheduling decision of edge pair i 2 1; . . . ; Nf g
depends on the following three conditions:

Condition (1): The contention of pair i is successful, i.e.,
aiðtÞ

Q
j 6¼ið1� ajðtÞÞ ¼ 1.

Condition (2): None of the neighboring pairs were sched-
uled in the previous time slot, i.e.,

P
j 6¼i I jðt� 1Þ ¼ 0

Condition (3): The transmission variable piðtÞ ¼ 1.
Based on these three conditions, the scheduling phase

consists of three different cases, as given by Algorithm 2.

Algorithm 2. Scheduling Phase of IRDS

Each edge pair determines I iðtÞ according to
Case 1: I iðtÞ ¼ 1 if the conditions (1), (2) and (3) hold.
Case 2: If the condition (1) does not hold and the condition (3)
holds, then I iðtÞ ¼ I iðt� 1Þ.
Case 3: Otherwise, I iðtÞ ¼ 0.

Notice that the IRDS only considers a single round conten-
tion unlike the proposed CADS algorithms, which limits the
edge network performance as shown in simulation results.

7.2 Simulation Results
In the simulations below, we consider iid Rayleigh fading
channels, with direct and interference power gains given
by exponential distributions having means 2 and 1, res-
pectively. The service rate functions RiðtÞ are chosen to be

RiðtÞ ¼ log 1þ PhiðtÞ
IiðtÞþ1

� 
for all i 2 1; . . . ; Nf g. Further, we

use logarithmic utility functions to measure edge device sat-
isfaction for an achieved rate value xi for i ¼ 1; . . . ; N . Spe-
cifically, the edge pair i obtains a proportionally fair utility
of log ð1þ xiÞ at rate xi. Since the sum of utility functions
are taken as the objective function to be maximized, we
obtain the utility maximizing arrival rates of edge devices,
and the rates depicted in the graphs below are the sum of
these optimum arrival rates. To simulate IiðtÞ, we generate
20 exponentially distributed interfering links to the edge
network devices, and the mean channel gains of these links
are randomly chosen between 0.1 and 0.3. The total interfer-
ence at the ith edge device pair is the weighted sum of the
gains of these interfering links, with weights being
the transmission powers that are set to unity. Unless other-
wise stated, the number of edge device links and mini-slots
are set to 100 and 200, respectively. Furthermore, we take
g ¼ 0:1 and t ¼ 10�4 except simulations conducted with
respect to these parameters. We will only consider average
interference constraints in the simulations below for the
sake of having a clean exposition.

We compare the performance curves for CADS with uni-
form mapping, CADS with optimal weight mapping, CADS
with linear mapping and IRDS with the performance
obtained through the centralized algorithm. To start with,
we investigate the effect of the system parameter V > 0 on
our dynamic control algorithms in Fig. 5. As expected, the
total rate of all algorithms increases with increasing V val-
ues, and Fig. 5 shows that the rate achieved by the central-
ized algorithm for V � 20 converges to its optimal value
fairly closely verifying the results in Theorem 3.

Furthermore, the distributed algorithm achieving the
best performance is the CADS with optimal weight map-
ping. It attains an average rate over 80 percent of the total
rate of the centralized algorithm. The CADS with uniform
mapping exhibits a performance curve fairly close to the
one with optimal weight mapping, achieving around 70
percent of the total rate of the centralized algorithm. Based

Fig. 5. Performance of the edge network as a function of V . Both central-
ized and distributed dynamic control mechanisms are considered.

6. If the weight realization is larger than Wmax for an edge device
pair, then this pair is assigned to mini-slot 1 by the CADS algorithm
with linear mapping.

SARIKAYA ET AL.: STABILITY AND DYNAMIC CONTROL OF UNDERLAY MOBILE EDGE NETWORKS 2205



on the derived success probability distribution in Theorem
4, we observe that the success in the earlier mini-slots
become more likely than those in the later mini-slots, which
is eventually more beneficial due to higher weight schedul-
ing. However, such collision minimization does not corre-
spond to an optimized performance with max-weight
scheduling since it is still possible that the successfully
scheduled edge pair does not have the maximum weight.
The first factor puts an upward pressure to increase the per-
formance of the CADS with uniform mapping, whereas the
second one puts a downward pressure to decrease the per-
formance of the CADS with uniform mapping. At the end,
they balance each other, leading to an observed slightly
worse performance of the CADS with uniform mapping.

Among four distributed schedulers, the IRDS has the
worst performance achieving only approximately 30 percent
of that of the centralized algorithm. There aremainly two rea-
sons about such a poor performance for the IRDS. First, the
IRDS cannot fully take advantage of channel diversity due to
using single contention period. It schedules an edge device
randomly, and then decides whether the scheduled edge
device should transmit or not after the scheduling decision.
Second, to schedule a new edge device, the algorithm always

requires an idle time-slot, and this increases the number of
idle time-slots leading to under-utilization of the channel.

For the rest of the experiments, we take V ¼ 100. In
Figs. 6a and 6b, we analyze the effect g and N on the system
performance, respectively. As illustrated in Fig. 6a, the total
rate of all algorithms increases with increasing g. This is
because for low g values, in order to satisfy a tight interfer-
ence constraint, a larger fraction of time-slots remains idle,
i.e., smaller number of transmission opportunities are given
to edge device pairs. Starting around g = 0.5, the interference
constraint becomes inactive. In Fig. 6b, we first notice that the
performance of the IRDS does not change with increasing
number of pairs and only achieves 90 percent of the rate
achieved by the centralized algorithm when the number of
device pairs is equal to one. This result arises from the fact
that the IRDS cannot take the advantage of diversity gains
available in fading channels. On the other hand, the CADS
algorithms achieve performances that are closer to the central-
ized algorithm due to taking advantage of link diversity. As
expected, the CADS with optimal weight mapping performs
the best, whereas the one with linear mapping has the worst
performance. In the case of linear mapping, we sacrifice some
performance in favor of reducing mapping complexity.

Fig. 6. Performance of the edge network as a function of g andN. Both centralized and distributed dynamic control mechanisms are considered.

Fig. 7. Performance of the edge network as a function ofM. Both centralized and distributed dynamic control mechanisms are considered.

Fig. 8. Performance of the edge network as a function of g and N with non-iid channels. Both centralized and distributed dynamic control mecha-
nisms are considered.
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However, as N increases, the collisions in contention phase
become more dominant compared to diversity gain, and as
N > 100, the total rate of CADS algorithms decreases.

We should note that the performance of the CADS with
linear mapping mainly depends on two factors. The first
one is the selection of Wmax. If Wmax is too small, then the
channel access attempts get clustered around the earlier
mini-slots. This results in high volume of collisions and
decreases the performance of the algorithm. On the contrary,
ifWmax is too large, then the edge devices tend to select later
mini-slots to contend. This again causes high volume of colli-
sions. In the light of this discussion, we selectWmax such that
the worst case probability of weights being larger thanWmax

is 1
M. The second factor that affects the performance of the

CADS with linear mapping is the shape of the CDFs of the
weights. If the CDFs are closer to linear functions, then we
can say that the algorithm can performwell.

Next, we analyze the effect of the number of mini-slots
on the edge network performance. In Fig. 7a, we take
t ¼ 10�4 and in Fig. 7b, we take t ¼ 2 � 10�4. As illustrated
in these figures, the total data rate increases initially with
increasing values of M. This is due to the fact the edge net-
work experiences less collisions with increasing M. How-
ever, when M is excessively high, the emphasis on reducing
collisions becomes less significant, but the loss due to the
contention window size is more prominent. As a result, the
performance of CADS algorithms gets worse. Furthermore,
the decrease of the total rate due to having long contention
phase is sharper in Fig. 7b. This is because higher t corre-
sponds to higher cost of implementing mini-slots, so the
decrease becomes sharper.

Lastly, we investigate the edge network performance
with respect to g and N when the channels are not iid in
Fig. 8. Precisely, the direct and interference channel gains of
edge pairs are chosen uniformly at random from the inter-
vals 1:2; 2:8½ � and 0:2; 1:8½ �, respectively. The same observa-
tions above continue to hold. Differently, we notice that the
CADS with uniform mapping perform slightly worse than
the case when the channel gains are iid. The reason is that
when the channel gains are non-iid, the disparity between
the weights of edge devices becomes larger. Then, the
CADS algorithm with uniform mapping cannot schedule
the edge pair with the highest weight more frequently due
to having different mapping intervals at each pair.

8 CONCLUSION

In this paper, we considered the problem of cross-layer
design for underlay edge networks. We first derived the sta-
bility region for the edge network subject to interference
constraints at the core AP. We then designed a cross-layer
flow control and scheduling algorithm that maximizes the
total collective utility of the edge network within the stabil-
ity region. This is a centralized algorithm that requires
knowledge of edge device queue sizes for scheduling. We
also studied distributed implementation issues by relaxing
the design of the centralized algorithm. The loss from dis-
tributed operation was characterized. Finally, an extensive
simulation and numerical study was performed. The
derived analytical results as well as the performance gap
between the centralized and distributed schedulers were
illustrated as a function of various edge network parame-
ters. As a future work, we plan to investigate the

performance of interference-aware mobile edge networks in
a multi-user scheduling setting where a number of edge
devices can transmit in the same time-slot simultaneously.
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