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Abstract— This paper proposes an opportunistic spatial mod-
ulation (OSM) scheme where the transmit antennas are divided
into K ≥ 1 equal groups, and the best antenna from each group
is selected to form a K transmit antenna subset for implementing
spatial modulation (SM). Thus, the activation of one antenna
from the subset to transmit one of the M -ary modulation
symbols achieves a data rate of log2(K) + log2(M ) bits per
channel use. Notably, special cases of OSM include conventional
SM and pure single transmit antenna selection. To characterize
and comparatively evaluate OSM, we first consider phase-shift
keying modulation and derive a closed-form, improved union-
bound of symbol error probability (SEP) with a single-antenna
receiver. Explicit expressions for the SEP in the high signal-to-
noise ratio regime are also presented. Extensions to quadrature
amplitude modulation analysis and simulations of multiple-
antenna reception case are also provided. Simulation results
corroborate the analytical results and reveal the interesting
interplay between the signal and spatial constellation diagrams.
For a given number of transmit antennas and targeted data
rate, asymptotically, the SEP can be minimized by using only
one antenna group and the largest size of signal constellation,
as this configuration achieves the full-diversity order.

Index Terms— Antenna selection, spatial modulation, multiple-
input single-output, symbol error probability, diversity gain.

I. INTRODUCTION

SPATIAL MODULATION (SM) is a promising single
radio-frequency (RF) multiple-antenna transmission tech-

nique, to overcome some drawbacks of conventional multiple-
input multiple-output (MIMO). These include inter-antenna
synchronization (IAS), inter-channel interference (ICI), high
complexity and high energy consumption, which increases
with the growth in the number of antennas/RF chains [1], [2].
Fundamentally, SM activates only one of multiple transmit
antennas during each channel-use (i.e., only single RF chain
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is needed), but it achieves higher spectral efficiency (SE)
than conventional single-antenna transmission by embedding
extra data symbols into activated transmit antenna indexes [2].
Consequently, the SM transmit signal has three dimensions -
namely antenna-index modulation and the conventional 2D
signal modulation. At the receiver side, the advantage of zero
ICI allows single-stream based maximum-likelihood (ML)
decoding, but its complexity does not grow exponentially with
the size of the signal set [3], [4]. Thus, by incorporating
numerous/large-scale passive transmit antenna elements with-
out requiring extra RF chains, SM-MIMO offers excellent
SE as large as that of the conventional high-complexity and
energy-hungry MIMO. Moreover, tens/hundreds of antennas
can be compactly packed at both transmitter and receiver using
emerging mmWave technologies [5]. The applications of SM
to mmWave channels have been investigated in [6]–[8]. In [9],
the performance of SM is validated for the first time via an
experimental testbed, and [10] provides a general survey of the
SM design framework as well as of its intrinsic limits. In [11],
the energy efficiency (EE) of SM is evaluated at multi-antenna
base stations. These features clearly accentuate the inherent
potential of SM-MIMO as an attractive low-complexity and
EE option for the next generation wireless applications.

A. Related Work

SM is an open-loop scheme that does not require channel
state information at the transmitter (CSIT). This is because the
activated transmitter antenna is directly determined by the spa-
tially modulated information bit sequence [12]. However, deep
fading of the active antenna channel may dramatically increase
bit errors. Closed-loop SM schemes have shown to be effective
approaches to alleviate this problem by exploiting some form
of CSIT. One such scheme is transmit antenna subset selection-
aided SM (TASS-SM), where antenna subsets are selected
for SM use instead of all the transmit antennas [13]–[26].
In [13], three TASS schemes are proposed for a space-
shift keying (SSK)-MIMO system (SSK is a special case
of SM, where only the antenna indices convey information):
i) largest channel gain based TASS (LCGAS); ii) maximum
of the difference between channels based TASS; and iii) a
hybrid version of i) and ii). A capacity optimized TASS
scheme called COAS (similar to LCGAS), is introduced for
SM-MIMO in [14]. Although lacking transmit-diversity, it may
nevertheless provides higher coding gain than conventional
SM. An antenna correlation based TASS is examined in [15],
which measures antenna difference using the cosine similarity.
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A Euclidean distance (ED) optimized based TASS scheme
called EDAS, is first proposed by [14]. By maximizing the
minimum ED of the received SM constellation, it can achieve
high transmit diversity gains [16]. Nevertheless, these gains are
achieved at the cost of high computational complexity, requir-
ing exhaustive search over all the possible antenna subsets.

Subsequently, several recent works have focused on
reduced-complexity EDAS-SM schemes, via either decreasing
the complexity of evaluating ED [14], [17], [18], [23] or less-
ening the search burden [15], [19]–[22], [24], at the expense of
performance. Moreover, a more practical EDAS-SM scheme is
studied by considering an error-infested feedback channel [25].
In [26], a joint transmit and receive antenna subset/code-
book selection is proposed for feedback assisted full-duplex
SM-MIMO. For existing TASS-SM schemes, rigorous per-
formance analysis frameworks are difficult to develop. For
example, although COAS-SM is one of the simplest TASS-
SM schemes, its error rate or diversity order analysis is very
limited [14]. Transmit pre-coding (TPC) aided SM (TPC-SM)
is another promising closed-loop approach to augment SM
performance. In [27], it is shown that TPC based on directly
minimizing the bit error ratio (BER) surpasses that of max-
imizing the minimum ED. This work [28] also summarized
several attractive TPC schemes for single-carrier (SC)-SM
based large-scale MIMO multiuser downlink transmission
systems. However, TPC-SM requires more detailed CSI (not
just antenna indexes) at the transmitter, which maybe hard to
realize in practice.

B. Summary of Contributions

In this paper, we propose a novel and tractable low-
complexity TASS-SM scheme, called opportunistic spatial
modulation (OSM), where total Nt transmit antennas are
divided into K ≥ 1 equal groups, and the best antenna from
each group is selected to form a new spatial constellation dia-
gram for implementing SM. The activation one of the selected
K antennas and the use of M -ary digital modulation achieves
a data throughput of log2 K + log2 M bits per channel use.
The CSIT requirement of OSM is modest – just K log2

Nt
K

feedback bits from the receiver to the transmitter, which
increases suitability for practical implementation. Moreover,
the independent antenna grouping enables the development of
comprehensive performance analysis of OSM. Our analysis
also opens up a new avenue for future design of tractable
TASS-SM with both low-complexity and high diversity order.

Note that, because this is the first such OSM scheme,
we focus on the detailed performance analysis. To this
end, we consider OSM with single-antenna receiver only
(i.e., OSM-MISO), which is practically important due to
the use of billions of single-antenna, pocket-sized hand-
sets. Moreover, if we consider multiple-antenna reception,
there are many options - such as maximal ratio combining,
selection combining and others. However, analyzing them is
beyond the scope of this paper and left as a future research
topic. Nevertheless, we provide simulations results of OSM
with multiple-antenna reception (OSM-MIMO). Both phase-
shift keying (PSK) modulation and quadrature amplitude
modulation (QAM) are considered. PSK is more suitable for

Fig. 1. The OSM-MISO system model.

EE applications [29]. Thus, Section III main results deal with
PSK, and then we briefly highlight the extension to the QAM
case in Section III-D.

Based on the proposed OSM (Fig. 1), this paper provides
following technical contributions.

1) A rigorous derivation of explicit expressions for average
symbol error probability (SEP) of OSM-MISO, based
on a tightened union bound, is provided. Such bounds
are difficult or non-existent for most existing TASS-SM
schemes.

2) By systematically exploring asymptomatic and diversity
analysis of OSM-MISO, closed-form formulas for the
asymptotic SEP of OSM-MISO are derived for the
high SNR regime, and some interesting fundamental
performance trends are also clearly identified.

3) In high SNR, we show that for a given number of
transmit antennas and a target data throughput, the SEP
can be minimized by using the fewest antenna groups
and the highest possible signal constellation size, as this
combination achieves the full-diversity order.

4) The performance and complexity of OSM-MISO are
then compared with two well known TASS-SM schemes,
namely COAS-SM and EDAS-SM. We find that
OSM-MISO offers reduced CSI feedback overhead and
low computational complexity, provides better error
performance than COAS-SM as SNR increases. When
compared to EDAS-SM, OSM-MISO displays a useful
performance-complexity trade-off.

5) Extensions to QAM analysis and simulations of
OSM-MIMO are also provided.

The remainder of the paper is organized as follows. Section II
describes our proposed OSM-MISO. Section III analyzes its
SEP. Section IV provides numerical and simulation results.
Section V discusses the conclusions.

II. OPPORTUNISTIC SPATIAL MODULATION

MISO (OSM-MISO)

This section describes the system model and the analytical
model.

A. System Model

The OSM-MISO system (Fig.1) consists of a trans-
mitter with Nt antennas and a single antenna receiver.
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Fig. 2. The OSM bit-to-symbol mapping rule for Nt = 4, K = 2, BPSK.

M -ary signal amplitude/phase modulation (APM) with M ≥ 2
is considered, which is comprised of symbols {s1, . . . , sM}
with each symbol sm satisfying the unit-energy constraint
i.e., E[|sm|2] = 1, ∀m = 1, . . . , M . We assume that both
log2 Nt and log2 M are positive integers. The MISO channel
is denoted by h = [h1, · · · , hj , · · · , hNt ] ∈ C

1×Nt , where hj

is the channel coefficient between the jth transmit antenna
and the receiver, and all hj, j = 1, . . . , Nt are independent
and identically distributed (iid) zero-mean and unit-variance
complex Gaussians, i.e., hj ∼ CN (0, 1) (Rayleigh fading).

The novel feature of OSM is the opportunistic transmit
antenna selection from groups of antennas followed by conven-
tional SM. That is, the OSM scheme follows two steps: i) the
antenna selection, and ii) the conventional SM implementation.

• Step I: The Nt transmit antennas are equally split into K
groups, where log2 K is an integer. Each group has Ng =
Nt
K antennas. The best antenna in each group, which is the
one with the largest channel gain, is selected. For the k-th
group, the selected antenna index and its channel coeffi-
cient are represented by N(k) and g(k), respectively, given
as N(k) = argmaxi∈[(k−1)Ng+1,kNg] |hi| and |g(k)| =
maxi∈[(k−1)Ng+1,kNg ] |hi|. Then, the selected set of
antenna indices and the corresponding set of channels are
{N(1), · · · , N(K)} and {g(1), · · · , g(K)}, respectively.

• Step II: The conventional SM technique is implemented
based on the new ‘spatial constellation’, i.e., the set
of antenna indexes {N(1), · · · , N(K)} and the ‘signal
constellation’ of M -ary APM symbols set {s1, . . . , sM}.

Thus for OSM, the total number of bits per channel use (bpcu)
is given by B = log2(K)+log2(M) bpcu, where the log2(K)
bits choose a unique antenna index from {N(1), · · · , N(K)},
and the other log2(M) bits choose an APM symbol from
{s1, . . . , sM}. Only one of the K selected antennas is activated
for transmitting the mapped APM symbol while all other
antennas remain inactive. An OSM example is given below.

Example 1: The OSM mapping principle is shown in Fig. 2
for Nt = 4, K = 2 and binary PSK (BPSK) case. The bit
throughput B = log2(2) + log2(2) = 2 bpcu, where one bit is
encoded by the antenna group indices (“0” for Group 1 and
“1” for Group 2), and the other bit is encoded by BPSK
symbols (“1” for s1 = +1 and “0” for s2 = −1). E.g., binary
input ‘01’ activates the first antenna (which is the‘best’ antenna
of Group 1) to emit s1 = +1.

The antenna selection and the OSM mapping rules are
assumed to be known by both the transmitter and receiver
a priori. However, only limited CSIT is needed because the
receiver can estimate the full CSI, selects the K antennas and
sends their indexes {N(1), · · · , N(K)} to the transmitter via
an error-free and zero-delay feedback link [18].

Remark 1: OSM-MISO includes two conventional schemes
as special cases: (1) when K = Nt, it becomes conventional
SM-MISO; (2) when K = 1, it becomes conventional MISO
with the ‘best’ single transmit antenna selection (TAS-MISO).

B. Analytical Model

At each transmission, only one transmit antenna will be
active. Without loss of generality, the transmission of Group k
with symbol sm is elaborated here. Thus, the transmit signal
can be expressed as xk,m = AΥksm, where xk,m ∈ C

Nt×1;
A ∈ C

Nt×Nt is a diagonal matrix A = diag(a1, ..., aNt), with
ai = 1 if the i-th antenna is selected as the ‘best’ antenna in
one of antenna groups, i.e. i ∈ {N(1), · · · , N(K)}, otherwise
ai = 0; Υk ∈ C

Nt×1 indicates that the antenna Group k is
chosen by first log2(K) information bits, which is given as

Υk � [0 . . . 0 1 . . . 1 0 . . . 0]T
︸ ︷︷ ︸

From (k − 1)Ng + 1 to kNg entries are “1”

; (1)

and sm is one of the APM symbols determined by the
remaining log2(M) information bits.

Example 2: Let us again consider the OSM scheme (Fig. 2),
where A = diag{1 0 0 1} as the first and fourth antennas are
the selected antennas for Group 1 and Group 2, respectively.
Given input bits “01”, Υ1 = [1 1 0 0]T as Group 1 is chosen;
and s1 = +1. Thus, the transmitted signal is x1,1 = AΥ1s1 =
[+1 0 0 0]T .

The received signal at the receiver of OSM-MISO, denoted
as y, can then be given as

y =
√

phxk,m + n =
√

phAΥksm + n

(a)
=

√
p

kNg
∑

j=(k−1)Ng+1

ajhjsm + n
(b)
=

√
pg(k)sm + n

(c)
=

√
pgeksm + n (2)

where p is transmit power and n is the additive white Gaussian
noise (AWGN) with zero-mean and σ2-variance; (a) follows
for Group k transmission; (b) follows as Group k has only
one active antenna N(k) with corresponding channel g(k);
and (c) follows as g ∈ C

1×K = [g(1), · · · , g(K)] and ek =
[0, . . . , 1, . . . , 0]T has “1” in the kth position and “0” else.
Thus, OSM-MISO can be regarded as conventional SM-MISO
with effective channel vector g.

In conventional SM-MISO, the receiver uses the maximum
likelihood (ML) detection criterion to jointly decode both the
active antenna group index and the transmitted symbol. The
same can be utilized for OSM-MISO. The ML decision rule
is then given as

(k̂, m̂) = arg min
k∈[1,K],m∈[1,M ]

|y −√
pg(k)sm|2. (3)
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A critical quality measure of the ML detector is the symbol
error probability (SEP), i.e., the probability that the detector
chooses a symbol other than the actual transmit symbol.
In order to analyze this measure, we define the set of all
possible OSM transmit signals as X = {xk,m = AΥksm|
k = 1, . . . , K; m = 1, . . . , M}, with the size |X| = KM .
The elements of X are equally likely.

Example 3: Let us again consider OSM-MISO in Fig. 2.
The transmit signals set is given as X = {[+1 0 0 0]T ,
[−1 0 0 0]T , [0 0 0 + 1]T , [0 0 0 − 1]T }.

Since each signal vector has only one non-zero element,
the Hamming distance between any two xk,m, xk′,m′ ∈ X

is either one or two. These two situations correspond to
both signal vectors having same active antenna group index
(i.e., k = k′) or not (i.e., k �= k′). Based on these two
situations, the average SEP, denoted as PS , can be formulated
as the sum of two terms (instead of three terms as in [29]):

PS =
1
K

∑

k

Pssignal(k)

+
1

KM

∑

k

∑

k′ �=k

∑

m

∑

m′
Eh [Pr{xk,m = xk′,m′ |xk,m}]

(4)

where

Pssignal(k) =
1
M

∑

m

∑

m′ �=m

Eg(k) [Pr{sm = sm′ |sm}]. (5)

We can interpret this expression as follows:
• The first term 1

K

∑

k Pssignal(k) is the SEP of OSM-
MISO when k = k′. Only the modulated symbol is
incorrectly detected, and Pssignal(k) can thus be regarded as
the SEP of a conventional TAS-MISO for a given Group k
antennas.

• The second term is the SEP of OSM-MISO when
k �= k′, so at least the antenna group index is incorrectly
decoded.

The exact analysis of the PS in (4) appears intractable due to
the intricate second term. However, due to its low-complexity,
Monte-Carlo simulation of OSM-MISO is easy to obtain in the
low-to-moderate SNR region. But, in the high-SNR region,
such simulations can be highly time-consuming. Therefore,
analytical performance results for high-SNR are useful. For
this reason, we focus on deriving an upper bound that is highly
accurate for the high-SNR region. For this purpose, it is natural
to consider the use of conventional union-bound, but the main
challenge in (4) is the second term, and thus we will apply
the union-bound to the second term only. This is known as
the “Improved Union-bound” [29], a tighter upper bound of
the SEP. This bound PIU can be formulated as

PS ≤PIU =
1
K

∑

k

Pssignal(k)

+
1

KM

∑

k

∑

k′ �=k

∑

m

∑

m′
APEP(k,m)→(k′,m′) (6)

where APEP(k,m)→(k′,m′) is the average pairwise error
probability (APEP) of xk,m being erroneously decoded as

xk′,m′ ∈ X, given as

APEP(k,m)→(k′,m′)

� Eh[Pr(xk,m → xk′,m′ |h)]

= Eh[Pr(|y −√
phxk,m|2 ≥ |y −√

phxk′,m′ |2|h)]

= Eg[Pr(|y −√
pg(k)sm|2 ≥ |y −√

pg(k′)sm′ |2|g)]

= Eg

[

Q

(√

p|g(k)sm−g(k′)sm′ |2
2σ2

)]

�Eg

[

Q

(√

γ̄Ψ2

2

)]

(7)

with Q(·) being the Gaussian Q-function, γ̄ � p
σ2 being

the Signal-to-Noise Ratio (SNR), and Ψ � |g(k)sm −
g(k′)sm′ |, k �= k′. Note that

√
pΨ indicates the Euclidean dis-

tance (ED) between two possible received signals
√

pg(k)sm

and
√

pg(k′)sm′ from different transmit antennas (k �= k′) in
the receive OSM constellation.

Remark 2: Special cases: i) When K = 1, we have Ng =
Nt and g = g(1) which is conventional TAS-MISO. Then,
the second term of (6) vanishes, and PS = PIU = Pssignal(1);
ii) if M = 1, i.e., opportunistic space shift keying (OSSK)-
MISO case, the first term of (6) vanishes, and (6) reduces
as PS ≤ PIU = 1

K

∑

k

∑

k′ �=k APEPk→k′ with APEPk→k′ =

Eg

[

Q

(√

γ̄|g(k)−g(k′)|2
2

)]

, k �= k′. Although OSSK-MISO is

beyond the scope of this paper, the OSM-MISO (M ≥ 2)
results can be easily extended to the OSSK-MISO
(M = 1).

III. PERFORMANCE ANALYSIS OF OSM-MISO

Here we derive the closed-form expression of improved
upper-bound of SEP given in (6) with M-PSK and the explicit
asymptotic SEP behavior in the high SNR region. The exten-
sion to the QAM modulation case is also discussed.

A. Explicit Error Performance of OSM-MISO

We first derive the exact 1
K

∑

k Pssignal(k), i.e., the first term
of (6). As mentioned before, Pssignal(k) is the exact SEP of
conventional TAS-MISO with the selected best channel g(k).
According to [30, eq.(30)] [31, eq. (5.66)], Pssignal(k) only
depends on the distribution of its channel gain |g(k)|2. Given
iid Rayleigh channel, according to [32], the pdf of the selected
best channel gain for k−th antenna group (zk = |g(k)|2 =
maxi∈[(k−1)Ng+1,kNg ] |hi|2) is given as

f(zk) = Ng
(

1 − e−zk
)Ng−1

e−zk , k = 1, . . . , K. (8)

As all |g(1)|2, . . . , |g(K)|2 are also iid, we can obtain
Pssignal(1) = · · · = Pssignal(K) � Pssignal , i.e., 1

K

∑

k Pssignal(k) =
Pssignal . Then based on [30] and [31] and the distribution (8),
the closed-form expression for Pssignal for M−PSK signaling
is given in Proposition 1.1

1One may obtain the closed-form of Pssignal directly from [30, eq. (33)], but
it involves Ng infinite sums, which is too complicated. Here, we provide a
simpler expression based on the Binomial theorem and [31, eq. (5A.15)].
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Proposition 1: With M -PSK modulation, the exact expres-
sion of Pssignal = Pssignal(k), ∀k is

Pssignal

=
M − 1

M
−

Ng−1
∑

n=0

(

Ng

n + 1

)

(−1)n

π

√

√

√

√

sin2
(

π
M

)

1
γ̄ (1 + n) + sin2

(
π
M

)

×
⎡

⎣

π

2
+ tan−1

⎛

⎝

√

√

√

√

sin2
(

π
M

)

1
γ̄ (1 + n) + sin2

(
π
M

) cot
( π

M

)

⎞

⎠

⎤

⎦.

(9)

Proof: See Appendix A.
Now, we derive the closed-form for the second term of (6).

From (7), in order to obtain the analytic expression of
APEP(k,m)→(k′,m′), we must know the distribution of Ψ. This
is a challenging task, but we tackle this impediment. The
complex random variable g(k) can be written as g(k) = rkejθk ,
k = 1, . . . , K, where rk = |g(k)| and θk is the phase of g(k).
For M−PSK, the symbols can be given as sm = ej 2πm

M , ∀m =
1, . . . , M . We thus have

Ψ =
∣

∣

∣

∣
rkej(θk+ 2πm

M ) − rk′e
j
�

θk′+ 2πm′
M

�∣
∣

∣

∣

=
∣

∣

∣

∣
rkej(θk+ 2πm

M ) + rk′e
j
�

θk′+ 2πm′
M +π

�∣
∣

∣

∣
(10)

The PDFs of rk and θk are given in the following Lemma 1.
Lemma 1: Given that g(k) = rkejθk , k = 1, . . . , K , rk =

|g(k)|, ∀k are iid. with PDF given as

frk
(x) = 2Ngxe−x2

(

1 − e−x2
)Ng−1

. (11)

The phase θk is uniformly distributed over the range [0, 2π],
i.e., fθk

(y) = 1
2π . And rk and θk are independent.

Proof: See Appendix B.
Lemma 1 shows that rk and rk′ are iid., so are θk and θk′ ;

θk + 2πm
M and θk′ + 2πm′

M + π are also uniformly distributed
in [0, 2π]. This also implies that the M−PSK symbols have
no impact on Ψ. By using the result of the distribution
for the magnitude of the sum of complex random variables
[33, eq. (10)], the PDF of Ψ can be given as

fΨ(x) = xH0x{Λ(ρ)} (12)

where H0x{Λ(ρ)} =
∫∞
0

ρJ0(xρ)Λ(ρ)dρ is the zero-order
Hankel transform of function Λ(ρ), J0(·) is the zero-order
Bessel function of the first kind, and

Λ(ρ) = Erk,rk′ [J0(rkρ)J0(r′kρ)]. (13)

Based on Lemma 1 and (12), we derive Lemma 2 and
Proposition 2.

Lemma 2: The PDF of Ψ in (10) can be derived as

fΨ(x) =
Ng−1
∑

n=0

Ng−1
∑

l=0

2(Ng!)2(−1)n+lxe−
(n+1)(l+1)

n+l+2 x2

n!(Ng−1−n)!l!(Ng − 1 − l)!(n + l + 2)

(14)

Proof: See Appendix C.

Proposition 2: The closed-form APEP(k,m)→(k′,m′) can be
derived as

APEP(k,m)→(k′,m′) =
Ng−1
∑

n=0

Ng−1
∑

l=0

(

Ng

n + 1

)(

Ng

l + 1

)

(−1)n+l

2

×
[

1 −
(

1 +
4(n + 1)(l + 1)
γ̄(n + l + 2)

)− 1
2
]

.

(15)

Proof: For a > 0 and b > 0, we have
∫∞
0

Q(ax)xe−bx2
dx = 1

4 b

[

1 − (1 + 2b/a2)−
1
2

]

. Thus, per-
forming the average in (7) by applying (14), we get (15).

Remark 3: Interestingly, Proposition 2 shows that given
k �= k′ and M−PSK, the expression APEP(k,m)→(k′,m′) in
(15) does not depend on any symbol or antenna information,
which implies APEP(k,m)→(k′,m′) is identical for any given set
of {k, k′, m, m′}. This is because i) all selected channels are
iid; and ii) as shown in (10), the effective phase distributions
of channels after absorbing the impact of symbols are still iid
uniformly distributed.

Based on Proposition 2 and Remark 3, for presentation
simplicity, we denote APEP = APEP(k,m)→(k′,m′), ∀k �=
k′, ∀m, m′. Therefore, an explicit improved union-bound of
the OSM-MISO scheme can be stated as

PIU

= Pssignal + M(K − 1)APEP

=
M − 1

M
−

Ng−1
∑

n=0

(

Ng

n + 1

)

(−1)n

π

√

√

√

√

sin2
(

π
M

)

1
γ̄ (1 + n) + sin2

(

π
M

)

×
⎡

⎣

π

2
+ tan−1

⎛

⎝

√

√

√

√

sin2
(

π
M

)

1
γ̄ (1 + n) + sin2

(

π
M

) cot
( π

M

)

⎞

⎠

⎤

⎦

+ M(K − 1)
Ng−1
∑

n=0

Ng−1
∑

l=0

(

Ng

n + 1

)(

Ng

l + 1

)

(−1)n+l

2

×
[

1 −
(

1 +
4(n + 1)(l + 1)
γ̄(n + l + 2)

)− 1
2
]

. (16)

Remark 4 (Best (K , M ) Pair): for a given number of
transmit antennas Nt, to convey a target information bits B,
(16) suggests there is an optimal pair (K, M), among var-
ious configurations of signal and spatial constellations of
OSM-MISO, that minimizes the ABEP performance, given as,

min
K,M

PS ≤ PIU

s.t. log2(K) + log2(M) = B. (17)

This optimal information bit allocation is also known
as the optimal interplay of signal and spatial constella-
tion diagrams [29]. Here we call it best ‘bi-constellation
selection’ (BCS).

B. Explicit Asymptotic Error Performance of OSM-MISO

We now study the asymptotic error performance of
OSM-MISO scheme in the high SNR region, i.e., γ̄ → ∞.
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Based on Proposition 1, we first give an asymptotic Pssignal

in Proposition 3.
Proposition 3: In the high SNR region (γ̄ → ∞), Pssignal

can be written as

Pssignal

=
Γ(Ng+

1
2 )

2
√

π
+ Ng!

π cos
(

π
M

)

2F1

(

1
2 , 1

2 − Ng; 3
2 ; cos2

(

π
M

))

sin2Ng
(

π
M

)

γ̄Ng

+O
(

1
γ̄Ng+1

)

(18)

where 2F1(·, ·; ·; ·) is the Gauss hypergeometric function.
Proof: See Appendix D

This result is consistent with [30, eq. (35)] for TAS-MISO
over Rayleigh fading. We next derive an asymptotic expression
for APEP in Proposition 4.

Proposition 4: In the high SNR region (γ̄ → ∞), APEP
can be recast as

APEP =
Ng

4Ng − 2
1
γ̄

+ O
(

1
γ̄2

)

. (19)

Proof: See Appendix E
Remark 5: Proposition 4 implies the diversity order of

term APEP is one. This is because, according to (7) and
(10), the phase difference between any two possible received
signals from different transmit antennas, i.e.,

√
pg(k)sm and√

pg(k′)sm′ with k �= k′, in the receive constellation diagram

is θk − θk′ + 2π (m′−m)
M , which is a random variable and may

lead to the case of different antennas yielding similar received
signals. As a result, the information conveyed by the antenna
positions may not be uniquely decodable.

By substituting Proposition 3 and Proposition 4 into (16),
we can obtain the error rate of our proposed OSM-MISO at
high SNR as follows.

1) When K = 1, i.e., conventional TAS-MISO case,
we have Ng = Nt and

Ps = PIU = Pssignal |Ng=Nt

=
Nt!

sin2Nt
(

π
M

)

[

Γ(Nt + 1
2 )

2
√

πNt!

+
cos

(

π
M

)

π
2F1

(

1
2
,
1
2
−Nt;

3
2
; cos2

( π

M

)
)
]

1
γ̄Nt

+O
(

1
γ̄Nt+1

)

(20)

The error performance is determined by Pssignal only, and
the full transmit diversity order Nt can be achieved.

2) When K = Nt, i.e., conventional SM case, we have
Ng = 1 and

PIU

= Pssignal |Ng=1 + M(K − 1)APEP|Ng=1

=

[

1
4 sin2

(

π
M

)+
cos

(

π
M

)

2F1

(

1
2 ,− 1

2 ; 3
2 ; cos2

(

π
M

))

π sin2
(

π
M

)

+
(Nt − 1)M

2

]

1
γ̄

+ O
(

1
γ̄2

)

. (21)

This is consistent with the well-known result of the
conventional SM scheme [29], for which the diversity
order is just one.

3) When 1 < K < Nt, i.e., 1 < Ng < Nt, by considering
the effective term at high SNR based on PIU = Pssignal +
M(K − 1)APEP in (16), we have

PIU =
M(K − 1)Nt

4Nt − 2K

1
γ̄

+ O
(

1
γ̄2

)

. (22)

As the above two extreme cases K = 1 and K = Nt

achieve transmit diversity order Nt and 1, respectively,
one may expect that 1 < K < Nt case can achieve
diversity order somewhere in between one and Nt.
But (22) shows an interesting result that in this case,
the diversity order is still one, as the OSM-MISO error
performance is dominated by APEP.

Remark 6 (Coding Gain Difference): According to [34],
the coding gain of (21) and (22) can be defined respectively as

CSM �
[

1
4 sin2

(
π
M

) +
cos

(

π
M

)

2F1

(

1
2 ,− 1

2 ; 3
2 ; cos2

(

π
M

))

π sin2
(

π
M

)

+
(Nt − 1)M

2

]−1

and C1<K<Nt � 4Nt−2K
M(K−1)Nt

= 4Nt−2K

2B(1− 1
K )Nt

. With given Nt

and fixed date rate B = log(KM), it is easy to show that
the coding gain C1<K<Nt is monotonically increasing as K
decreases. Then, we have C1<K<Nt > 4Nt−2K

M(K−1)Nt
|K=Nt =

2
(Nt−1)M . Due to CSM <

[

(Nt−1)M
2

]−1

, we also have

CSM < C1<K<Nt . This is an important finding as it implies
that although both two cases (21) and (22) have the same
diversity, the SEP of OSM-MISO with 1 < K < Nt provides
higher coding gain than that of the conventional SM, and this
benefit becomes more pronounced as K decreases.

Remark 7 (BCS in the High SNR Region & Overall Coding
Gain Trend): By comparing (20), (21) and (22), we find that
in the high SNR region, for optimization problem (17) with
given Nt and fixed SE (i.e., data rate B is fixed), the average
error performance can be minimized by using the smallest
number of antenna groups (K = 1) and the highest possible
constellation size (M = 2B), as this combination achieves the
full-diversity order Nt. In other words, the constellations con-
figuration of (1, 2B) is always the BCS for high SNRs. Thus,
together with Remark 6, we can conclude that with given Nt

and fixed SE, the coding gain trend of OSM-MISO for any
1 ≤ K ≤ Nt, is monotonically increasing as K decreases.
This is a very interesting trend as it implies that at high
SNR, the error performance of OSM-MISO is substantially
improved by using fewer antenna groups K and larger signal
constellation size M . Based on this trend, we also can obtain
the SNR crossing point γ̄0 for always using BCS (1, 2B) pair
in high SNR region [γ̄0,∞), i.e., the γ̄0 = γ̄ with γ̄ satisfied
PIU |K=1 ≥ PIU |K=2 in (17).

C. OSM and Other TASS-SM Schemes

We compare our proposed OSM with two existing
TASS-SM schemes [14]: i) Capacity Optimized Antenna
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Selection aided SM (COAS-SM); and ii) Euclidean Distance
optimized Antenna Selection aided SM (EDAS-SM).

1) OSM and COAS-SM Comparison: COAS-SM is also a
low-complex TASS-SM scheme, where K out of Nt transmit
antennas (with the K largest channel gains) are chosen for
operating SM with M−ary APM symbols. Despite different
antenna selections, OSM and COAS-SM both offer the same
data throughput B = log2(KM) bpcu, and have identical
set-up when K = 1 (pure TAS) and K = Nt (conventional
SM). However when 1 < K < Nt, the two schemes
have significantly dissimilar set-ups, and our OSM offers the
following advantages over COAS-SM.

• Analytical tractability: Due to the unique fea-
ture of independent group antenna selection, analyti-
cal bounds and asymptotic expressions of OSM are
tractable (Section III). In contrast, such analysis is chal-
lenging for COAS-SM [14]. The reason is that ordered
channel amplitudes associated with the selected K anten-
nas are not independent. It is thus difficult to derive a
tractable distribution of |g(k)sm − g(k′)sm′ |, k �= k′ for
COAS-SM, which is the key for the APEP analysis (7).
The problem is greatly exacerbated for large K .

• Reduced CSI feedback overhead: Both schemes require
the receiver to send the selected antenna indexes to
the transmitter. While OSM requires K log2

Nt
K feedback

bits, COAS-SM requires log2

(
Nt
K

)

feedback bits which is
much larger, especially for large Nt, e.g., when Nt = 32
and K = 8, OSM and COAS-SM schemes require at
least 16 and 24 bits feedback, respectively.

• Low complexity: OSM-MISO offers complexity saving
in two ways:

1) Antenna selection - while OSM requires sorting
Nt
K elements K times, COAS-SM needs sorting
Nt elements which costs higher computations, e.g.,
when Nt = 32 and K = 16, the computational com-
plexity (for majority serial sorting algorithms, such
as Quicksort and Heapsort, the average complexity
is O(n log n)) of the COAS-SM scheme is about
five times higher than that of the OSM scheme.

2) Simulation time - Since COAS-SM lacks rigor-
ous analytical error rate expressions, Monte-Carlo
simulations are required. Especially at high-SNR,
COAS-SM consumes significant time for simula-
tions (to estimate an error rate of 10−4, 107 chan-
nel realizations may be needed). And the problem
is dramatically aggravated for large Nt and/or B.
Conversely, the OSM high-SNR performance can be
easily computed by the derived explicit expressions.

• Superior high-SNR performance: Both offer similar
performance at low SNR for Nt ≥ 8, but OSM provides
higher coding gain as SNR increases. Their performances
are compared in detail in Section IV.

2) OSM and EDAS-SM Comparison: EDAS-SM selects K
antennas out of Nt that maximizes the minimum ED of the
received SM constellation (a dominant factor of the error
performance). It needs to search exhaustively over all

(
Nt

K

)

antenna subsets. Consequently, EDAS-SM provides excellent
error performance, albeit at the cost of high computational

complexity and intractable analysis. Compared to EDAS-SM,
OSM-MISO still attains most of the above listed benefits,
i.e., analytical tractability, reduced CSI feedback bits, and low
computational complexity. According to [18], the exhaustive
search of EDAS-SM-MISO [14] requires in total 4

(
Nt

2

)

M2

flops (floating point operations), which is significantly higher
than the OSM especially for large signal constellation size, and
limits its practicality. Thus, although EDAS-SM outperforms
OSM (Section IV), the latter offers an attractive performance-
complexity trade-off.

D. Extension to QAM:

The analysis up to this point assumes M -ary PSK mod-
ulation, for which we derived a closed-form expression for
improved union-bound PIU in Eq. (16) and the high SNR
analysis (20)-(22). We now extend this analysis to OSM-MISO
with QAM modulation.

More specifically, when the square M-QAM constellation
(with M = 22n, ∀n ∈ N ) is considered, the symbols
set can be expressed as SQAM = 1√

2
3 (M−1)

{a + bj, a −
bj,−a + bj,−a − bj}, where a, b ∈ {1, 3, . . . , M − 1} [23].
With M-QAM modulation, similar to Proposition 1, the exact
expression of Pssignal can be obtained from [30, eq. (39)].
From (7), with M-QAM, we have APEP(k,m)→(k′,m′) �
Eg

[

Q

(
√

γ̄Ψ2

2

)]

with Ψ = |g(k)sm − g(k′)sm′ |, k �= k′,

where sm, sm′ ∈ SQAM . The complex M-QAM symbols
can be written as sm = |sm|ejωm , m = 1, . . . , M , where
ωm is the phase of symbol sm. Then we have Ψ =
∣

∣

∣|sm|rkej(θk+ωm) + |s′m|rk′ej(θk′+ω′
m+π)

∣

∣

∣. Thus, following
the similar analysis of (12)-(15), we can get the closed-form
expression of APEP(k,m)→(k′,m′) with M-QAM, i.e.,

APEP(k,m)→(k′,m′)

=
∑Ng−1

n=0

∑Ng−1

l=0

(

Ng

n + 1

)(

Ng

l + 1

)

(−1)n+l

2

×
[

1 −
(

1 +
4(n + 1)(l + 1)

γ̄(|s′m|2(n + 1) + |sm|2(l + 1))

)− 1
2
]

,

which, unlike the M-PSK case as stated in Remark 3,
does depend on symbols information. Applying the obtained
explicit expressions of Pssignal and APEP(k,m)→(k′,m′) into
(6), i.e., PIU = Pssignal + 1

KM

∑

k

∑

k′ �=k

∑

m

∑

m′

APEP(k,m)→(k′,m′), we also get the closed-form expression of
improved union-bound PIU for OSM-MISO with M-QAM.

The high SNR analysis (Section III-B) can be easily
extended to the QAM case too. According to [30, eq. (40)],
as γ̄ → ∞, Pssignal for OSM-MISO with QAM can be given as

Pssignal =
1

(

3
M−1

)Ng

γ̄Ng

⎡

⎣

2Ng+1
(

1 − 1√
M

)

Γ(Ng + 1
2 )

√
π

−
Ng!

(

1 − 1√
M

)2

π (Ng + 1
2 )

F1

(

1, Ng, 1; Ng +
3
2
;
1
2
,
1
2

)

⎤

⎥

⎦

+O
(

1
γ̄Ng+1

)

(23)
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Fig. 3. Conventional union-bound, improved union-bound and Monte Carlo
simulations when Nt = 8 and B = 6 bits.

where F1(·, ·, ·; ·; ·, ·) is the Appell hypergeometric func-
tion [30]. Following similar analysis on that in Proposition 4,
the asymptotic expression of APEP(k,m)→(k′,m′) for
OSM-MISO with QAM at high SNR, can be written as,

APEP(k,m)→(k′,m′) =
Ng−1
∑

n=0

Ng−1
∑

l=0

(

Ng

n + 1

)(

Ng

l + 1

)

× (−1)n+l(n + 1)(l + 1)
(|s′m|2(n + 1) + |sm|2(l + 1))γ̄

+O
(

1
γ̄2

)

. (24)

By substituting (23) and (24) into (6), similar high SNR
analysis discussion as (20)-(22) can be obtained and like
the PSK case, OSM-MISO with QAM achieves full-diversity
order for (K, M) = (1, 2BQAM), but only offers diversity
order one for all other pairs. The details are omitted to avoid
repetition. The simulation can be found in Section IV-D.

IV. NUMERICAL RESULTS

In this section, we validate the analytical results
(Section III), and evaluate the performance of our OSM-MISO
via numerical simulations and comparisons made with other
TASS-SM-MISO schemes such as COAS-SM-MISO and
EDAS-SM-MISO. It is important to note that, for a given
Nt with fixed date rate B, there exists a few different com-
binations of the sizes of spatial constellation (i.e., K) and
signal constellation (i.e., M), which satisfy the targeted SE
of log2(KM) = B. The combination pair of K and M is
denoted as (K, M).

A. Performance of OSM-MISO

Fig. 3 plots the SEP with the average SNR for OSM-MISO
when Nt = 8 and B = 6 bits. We consider three possible
combinations: (K, M) = {(1, 64), (2, 32), (8, 8)} (note that
to avoid clutter, (K, M) = (4, 16) is not plotted). Fig. 3 also
examines the accuracy of the improved union-bound (ana-
lytical expression (16)), by comparing it with Monte Carlo

Fig. 4. SEP via asymptotic expression, improved union-bound and Monte
Carlo simulations when Nt = 8 and B = 4bits.

simulations and the conventional union-bound (calculated by
applying union-bound to both terms of (4)). Note that the
improved union-bound is always closer to simulation results
than the conventional union-bound. In particular, unlike the
latter, the improved union-bound is almost identical with
Monte Carlo results over the entire SNR region when K = 1
(i.e., conventional TAS-MISO case), which agrees with
Remark 2 of Section II. For any K ≥ 2 cases, the improved
union-bound better overlaps with Monte Carlo simulations
over moderate or high SNR region. This validates the accu-
racy and tightness of the derived improved union-bound of
OSM-MISO in (16). More importantly, it can be calculated
efficiently for any B and Nt as it does not include special
functions. This is a key advantage over intensive Monte Carlo.

Fig. 4 depicts the SEP with the average SNR of OSM-
MISO when Nt = 8 and B = 4 bits, for (K, M) =
{(8, 2), (4, 4), (2, 8), (1, 16)}. This figure evaluates OSM-
MISO asymptotic results from (20), (21) or (22). Just like the
accuracy of improved union-bound in Fig. 3, the asymptotic
results match well the Monte Carlo simulations at high SNR,
which confirms the asymptotic-exactness of our analysis in
Section III-B. The OSM-MISO achieves full-diversity order
for (K, M) = (1, 16), but only offers diversity order one for
(K, M) = (8, 2) (conventional SM case), (K, M) = (4, 4)
and (K, M) = (2, 8) case. This implies that, for a given Nt

and fixed B, the case (K, M) = (1, 2B) achieves the best per-
formance among all possible combinations of (K, M) at high
SNR due to the diversity advantage, which confirms Remark 7
in the Section III-B. Although having the same diversity order,
as shown in Fig. 4, with given Nt and fixed B, OSM-MISO
with any 1 < K < Nt (i.e., (K, M) = (4, 4) or (K, M) =
(2, 8)) has significantly higher coding gain than that of
conventional SM, and the coding gain of OSM-MISO
increases monotonically as K decreases, which agrees with
Remark 6 in Section III-B. For example, the Table I lists
the coding gain comparison between conventional SM and
OSM-MISO with 1 < K < Nt, which shows the coding
gain order is (K, M) = (8, 2) < (K, M) = (4, 4) <
(K, M) = (2, 8).
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TABLE I

THE CODING GAIN DIFFERENCE BETWEEN CONVENTIONAL
SM AND THE OSM-MISO WITH 1 < K < Nt

Fig. 5. SEP of OSM-MISO with BCS for Nt = 8 and B = 4, 5, 6, 8 bits.

B. Interplay of K and M (BCS)

Fig. 3 and Fig. 4, for given Nt and B, suggest an optimal
configuration among all the possible combinations of (K , M ),
that gives the best SEP performance at a given SNR, i.e., the
BCS, as we mentioned in Remark 4. For example, in Fig. 3
with B = 6 bits, (2, 32) and (1, 64) pairs achieve the minimum
SEP at γ̄ = 20 dB and γ̄ = 30 dB, respectively. While, for
B = 4 bits in Fig.4, (1,16) is always the winner at any
SNR. However, in general, there is no clear-cut answer as
to which (K, M ) is optimal to minimize the SEP for a given
set of Nt and B except for the high-SNR region (Remark 7).

To further explore the BCS characteristics, Fig. 5 plots
the SEP of OSM-MISO with BCS at each SNR2 for given
Nt = 8 and B = 4, 5, 6, 8 bits, respectively. The SNR range
is γ̄ ∈ [0, 45 dB] with 5 dB steps. Please note that we find
the best (K, M ) pair by exhaustive search. A discrete mark
on the plot represents the best (K, M ) combination for a
particular set of B and γ̄. For the sake of clarity, we connect
the best (K, M ) combinations for that particular B with a
dotted line. As shown in Fig. 5, (1, 16) is the best for small data
rate B = 4 bits within the entire simulated SNR region. As we
increase B (from 5 bits onwards), the number of dissimilar
BSC among the SNR range is gradually rising until it reaches
its maximum. For example, for B = 5 bits, (2, 16) is the BSC
for γ̄ = [0, 15 dB] while (1, 32) is the best pair for γ̄ ≥ 20 dB;
when B = 8 bits, we sequentially have (8, 32), (4, 64), (2, 128)
and (1, 256) in order to be the BSC pair as SNR increases in
the range of [0, 45 dB]. But for any cases, (1, 2B) is always
the BCS for the high SNR regime due to its highest transmit

2Note that, from now on, the SEP of OSM-MISO is estimated via Monte
Carlo simulations at low or moderate SNR and the improved union-bound as
an accurate and efficient alternative at high SNR.

Fig. 6. SEP of conventional SM-MISO, conventional TAS-MISO and OSM-
MISO with BCS for Nt = 8 and B = 4, 6, 8 bits.

diversity, which agrees with Remark 7. Therefore, for fixed
Nt and data rate B, as SNR increases, fewer antenna groups
K and larger signal modulation order M seem to achieve the
optimal SEP performance.

Fig. 6 compares the SEP performance of BCS-based
OSM-MISO (denoted as OSM-MISO-BCS), conventional
TAS-MISO (OSM-MISO with K = 1) and conventional
SM-MISO (OSM-MISO with K = Nt), for Nt = 8 with 4, 6,
8 bits data rate, respectively. As shown in Fig.6, for B = 4 bits,
the OSM-MISO-BCS and conventional TAS-MISO have iden-
tical performance since (1, 2B) is always the best configuration
pair for small B as we mentioned above. As the data through-
put increases, while the SEP performance of OSM-MISO-BCS
always approaches conventional TAS-MISO in the high SNR
regime as expected, OSM-MISO-BCS significantly outper-
forms conventional TAS-MISO at low and moderate SNR,
especially for large B. For instance, to achieve 10−1 SEP
with B = 6 bits and B = 8 bits, OSM-MISO-BCS saves
approximately 2.11 dB and 5.43 dB power over conventional
TAS-MISO, respectively. On the other hand, for any given
B, OSM-MISO-BCS offers significant performance gap over
conventional SM-MISO especially at high SNR. For example,
for a target SEP of 10−2, OSM-MISO-BCS offers around
12.22 dB, 7.08 dB and 4.10 dB power reduction compared
with conventional SM-MISO for B = 4, 6, 8 bits, respectively.
However, for B = 8 bits, the SEP of OSM-MISO-BCS
approaches that of conventional SM-MISO at low SNR.

C. Comparison of OSM-MISO, COAS-SM-MISO
and EDAS-SM-MISO

Fig.7 compares the SEPs of OSM-MISO and COAS-SM-
MISO, for Nt = 16 with B = 4, 6, 8 bits, respectively, where
we consider K = 2 and K = 8 for each B. Note that given K

and B, the value of M can be simply calculated by M = 2B

K .
Although both schemes have similar SEP at low SNR, as SNR
increases, OSM-MISO gradually exhibits a clear performance
advantage, especially for small K . To achieve 10−2 SEP with
B = 6 bits, OSM requires approximately 2.42 dB and 1.63 dB
less power consumption than COAS-SM for K = 2 and
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Fig. 7. SEP of COAS-SM-MISO and OSM-MISO for Nt = 16 and
B = 4, 6, 8 bits.

Fig. 8. Comparison of the COAS-SM-MISO and OSM-MISO for Nt = 8
and Nt = 32 with B = 4, 6, 8 bits, respectively.

K = 8, respectively. As shown in Fig.7, at high SNR, despite
having the same diversity order one, the OSM coding gain
exceeds that of COAS-SM. For example, for B = 6 bits,
K = 2 and γ̄ = 30 dB, OSM achieves approximately 42%
SEP performance enhancement over COAS-SM. These results
confirm energy efficiency and coding gain advantages of OSM-
MISO over COAS-SM-MISO.

Fig. 8 illustrates the comparison between COAS-SM-MISO
and OSM-MISO for Nt = 8 and Nt = 32 with B = 4, 6, 8 bits,
respectively. Unlike Fig. 7, Fig. 8 studies the impact of using
different antenna number Nt, with fixed K = 2. As we can
observe from Fig. 8, for either COAS-SM-MISO or OSM-
MISO, the benefit of increasing Nt becomes more prominent
as the data rate B rises, especially at low-to-moderate SNR
(the range is constantly expanding). And similar to Fig. 7,
for any given Nt, the coding gain of OSM-MISO is sig-
nificantly larger than COAS-SM-MISO, although such gap
does not change much as Nt increases. Thus, OSM-MISO
seems a better option than COAS-SM-MISO for high rate
and low-complexity MIMO implementations such as massive
MIMO or large-scale antenna systems [28].

In Fig. 9, OSM-MISO-BCS is compared with EDAS-SM-
MISO-BCS for Nt = 16. Due to the high-complexity of

Fig. 9. SEP of conventional SM-MISO, EDAS-SM-MISO with BCS and
OSM-MISO with BCS for Nt = 16 and B = 4, 6 bits.

Fig. 10. Average SEP of OSM-MISO with QAM for Nt = 16 and
B = 6, 8 bits.

computing EDAS-SM-MISO-BCS results, we only plot 4 and
6 bits data rate cases. Fig. 9 shows that, for 4 bits, there is
a very small gap between the two schemes; and for 6 bits,
OSM-MISO-BCS reduces more than half of the performance
gap between EDAS-SM-MISO-BCS and conventional SM
schemes. Therefore, our OSM-MISO scheme offers a useful
performance-complexity trade-off.

D. Extension to OSM-MISO With QAM
Scheme and OSM-MIMO Case

Fig. 10 depicts the SEP performance of OSM-MISO
with M-QAM modulation for Nt = 16 and B = 6,
8 bits, respectively. We consider three possible combi-
nations of (K, M) for each given B, i.e., (K, M) =
{(1, 64QAM), (4, 16QAM), (16, 4QAM)} for 6 bits and
(K, M) = {(1, 256QAM), (4, 64QAM), (16, 16QAM)} for
8 bits. As we can observe from Fig. 10, the curves of
(4, 16QAM), (4, 64QAM) and (16, 16QAM) have the same
slope as the (16, 4QAM) case, whose diversity order is
only one due to the fact that (16, 4QAM) is the same
as (16, QPSK). For any (K, M) = (1, 2BQAM), transmit
diversity is achieved. These results agree with Section III-D
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Fig. 11. SEP of OSM-MIMO for Nt = 8 and B = 4 bits.

that OSM-MISO with QAM achieves full-diversity order for
(K, M) = (1, 2BQAM), but only offers diversity order one
for all other (K, M) pairs. Although having the same diversity
order, the SEP of OSM-MISO with M-QAM is substantially
improved as K decreases. For example, the performance of
(4, 16QAM) is better than (16,4QAM) for B = 6 bits; and
(4, 64QAM) outperforms (16, 16QAM) for B = 8 bits.

Although the MISO model (Fig. 1) formed the starting
point of analyzing performance of the proposed OSM, one can
easily extend the idea of OSM to MIMO (multiple antennas
receiver Nr ≥ 1), i.e., OSM-MIMO. Fig. 11 illustrates the
SEP of OSM-MIMO with M-PSK for Nt = 8 and B = 4
bits (Monte Carlo simulations), and studies the impact of
receiver diversity when receive antennas increase from 1 to 3.
Section III.B showed that the diversity order of OSM-MISO
with 1 < K ≤ Nt, i.e., (K, M) = {(8, 2), (4, 4), (2, 8)} for
B = 4 bits case, is just one. We thus focus on the changes in
the performance of these three (K, M) pairs as Nr increases.
The important observation from Fig. 11 is that the introducing
one extra receive antenna substantially reduces the SEP. The
diversity gain significantly increases with Nr and the diversity
order is obviously exceeds one when Nr > 1, which means
OSM-MIMO is inherently able to exploit receiver diversity.

V. CONCLUSIONS

This paper has proposed a novel concept of OSM, which
involves the division of Nt transmit antennas to K equal
groups and the selection of the best antenna from each group,
and spatial modulation is then performed on these K antennas.
We have developed a comprehensive error performance analy-
sis OSM-MISO with PSK modulation as well as its asymptotic
error expressions. We extended the analysis to QAM and
OSM-MIMO was also studied via simulation. The simulation
results validate the analytical derivations and also show that
for a given Nt and fixed data rate B, as SNR increases,
we should gradually use fewer antenna groups and larger
signal constellation size in order to obtain the optimal SEP
performance. Further, optimized OSM-MISO saves significant
power compared to conventional SM-MISO (e.g. 12 dB
power savings for Nt = 8, B = 4 bits at an SEP of 10−2).

Moreover, compared to COAS-SM and EDAS-SM, OSM-
MISO shows an excellent performance-complexity trade-off.

Future works include: i) The analysis of OSM can be
extended to MIMO systems either with a priori single-
antenna selection or with other diversity combing techniques
at the receiver; ii) The proposed OSM scheme may also
be amalgamated with the concept of TPC [27] to boost the
transmit diversity of OSM for any given K . iii) With the
ability to maintain the potential benefits of multiple antennas,
the proposed OSM design paradigm constitutes an attractive
low-complexity yet energy-efficient option for the family of
LS-MIMO systems [28], such as Massive MIMO. Thus, OSM
may be extended to to Massive MIMO multiuser uplink and
downlink design; and iv) Performance analysis of our OSM
scheme under more practical imperfect CSIR scenario [35].

APPENDIX

A. Proof of Proposition 1

According to [30, eq. (30)] and [31, eq. (5.66)], we can
write Pssignal in (5) as

Pssignal

=
Ng

π

∫ π− π
M

0

∫ ∞

0

e
−zk

�
γ̄ sin2( π

M )
sin2(θ)

+1

�
(

1−e−zk
)Ng−1

dzkdθ

(a)
=

Ng−1
∑

n=0

1
π Ng!(−1)n

∫ π− π
M

0

∫∞
0 e

−zk

�
γ̄ sin2( π

M )
sin2(θ)

+1+n

�
dzkdθ

n!(Ng − 1 − n)!

=
Ng−1
∑

n=0

Ng!(−1)n

n!(Ng − 1 − n)!
1
π

∫ π− π
M

0

1
γ̄ sin2( π

M )
sin2(θ) + 1 + n

dθ

=
Ng−1
∑

n=0

(

Ng

n + 1

)

(−1)n 1
π

∫ π− π
M

0

sin2(θ)
γ̄ sin2( π

M )
1+n + sin2(θ)

dθ,

(25)

where (a) follows via the binomial expansion. By applying
[31, eq. (5A.15)], we get the exact Pssignal expression as in (9).

B. Proof of Lemma 1

Let hi = bie
jφi , ∀i = 1, . . .Nt, where bi = |hi| is the

magnitude of hi and φi is the phase. Since hi ∼ CN (0, 1),
bi follows the Rayleigh distribution as fbi(u) = 2ue−u2

,
and b2

i follows the exponential distribution as fb2i
(v) =

e−v. The phase φi is uniformly distributed over the range
[0, 2π], i.e., fφi(t) = 1

2π , and it is independent of bi. For
Group k, ∀k = 1, . . . , K , as N(k) = arg max

k(Ng−1)+1≤i≤kNg

b2
i ,

the joint cumulative distribution function (CDF) of the mag-
nitude and phase of g(k) is given as

F(rk,θk)(x, y)

= Pr
{

bN(k) ≤ x, φN(k) ≤ y

∣

∣

∣

∣
b2
N(k)

= max
k(Ng−1)+1≤i≤kNg

b2
i

}

=
Pr
{

bN(k) ≤ x, φN(k) ≤ y, b2
N(k)

= max
k(Ng−1)+1≤i≤kNg

b2
i

}

Pr
{

b2
N(k)

= maxkNg

i=k(Ng−1)+1 b2
i

}
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=

(∫ y

0
dt
2π

) ∫ x

0 (
∫ u2

0 e−vdv)Ng−12ue−u2
du

∫∞
0

(
∫ u2

0
e−vdv)Ng−12ue−u2du

=
y

2π

(

1 − e−x2
)Ng

. (26)

Thus, the CDF of rk is given as Frk
(x) = F(rk,θk)(x, 2π) =

(

1 − e−x2
)Ng

and the CDF of θk is given as Fθk
(y) =

F(rk,θk)(∞, y) = y
2π . Since we have F(rk,θk)(x, y) =

Frk
(x)Fθk

(y), random variables rk and θk are independent.
The PDFs of rk and θk can be obtained respectively as

frk
(x) =

∂Frk
(x)

∂x
= 2Ng

(

1 − e−x2
)Ng−1

xe−x2
,

fθk
(y) =

∂Fθk
(y)

∂y
=

1
2π

. (27)

C. Proof of Lemma 2

As rk and rk′ are i.i.d. with the pdf given in Lemma 1,
we have,

Λ(ρ)
= (Erk

[J0(rkρ)])2

=
(∫ ∞

0

J0(rkρ)2Ng

(

1 − e−r2
k

)Ng−1

rke−r2
kdrk

)2

let t�r2
k=
(

Ng

∫ ∞

0

J0(
√

tρ)
(

1 − e−t
)Ng−1

e−tdt

)2

(a)
=

⎛

⎝

Ng−1
∑

n=0

Ng!(−1)n

n!(Ng − 1 − n)!

∫ ∞

0

J0(
√

tρ)e−(n+1)tdt

⎞

⎠

2

(b)
=

⎛

⎝

Ng−1
∑

n=0

Ng!(−1)n

(n + 1)!(Ng − 1 − n)!
e−

ρ2

4(n+1)

⎞

⎠

2

=
Ng−1
∑

n=0

Ng−1
∑

l=0

(Ng!)2(−1)n+le−
n+l+2

4(n+1)(l+1) ρ2

(n + 1)!(Ng − 1 − n)!(l + 1)!(Ng − 1 − l)!

(28)

where (a) is obtained by applying the Binomial theo-
rem (1 + x)n =

∑n
i=0

n!
i!(n−i)!x

i and (b) is due to
∫∞
0

J0(b
√

x)e−axdx = 1
ae−

b2
4a [36, eq. (6.614)]. Substitut-

ing (28) into (12), we have,

fΨ(x)

= x

∫ ∞

0

ρJ0(xρ)Λ(ρ)dρ

=
Ng−1
∑

n=0

Ng−1
∑

l=0

(Ng!)2(−1)n+lx
∫∞
0 ρJ0(xρ)e−

n+l+2
4(n+1)(l+1) ρ2

dρ

(n + 1)!(Ng − 1 − n)!(l + 1)!(Ng − 1 − l)!

(c)
=

Ng−1
∑

n=0

Ng−1
∑

l=0

2(Ng!)2(−1)n+lxe−
(n+1)(l+1)

n+l+2 x2

n!(Ng − 1 − n)!l!(Ng − 1 − l)!(n + l + 2)

(29)

where (c) is due to changing variable ρ to ρ2 and then
applying [36, eq. (6.614)].

D. Proof of Proposition 3

(25) can be rewritten as,

Pssignal =
Ng−1
∑

n=0

(

Ng

n + 1

)

(−1)n 1
π

∫ π− π
M

0

(1 + n) sin2(θ)
γ̄sin2

(

π
M

)

×
(

1 +
(1 + n) sin2(θ)

γ̄sin2
(

π
M

)

)−1

dθ. (30)

At high SNR (γ̄ → ∞), we have (1+n) sin2(θ)

γ̄sin2( π
M ) → 0. Thus by

applying the Binomial expansion (1 + x)−1 =
∑∞

i=0(−1)ixi

for |x| < 1, we find
(

1 +
(1 + n) sin2(θ)

γ̄sin2
(

π
M

)

)−1

=
∞
∑

i=0

(−1)i

(

(1 + n) sin2(θ)
γ̄sin2

(
π
M

)

)i

.

(31)

Substituting (31) into (30), we find (32), as shown
at the top of the next page, where in (a), Di �
1
π

∫ π− π
M

0 sin2(i+1)(θ)dθ = 1
2
√

π

Γ(i+ 3
2 )

(i+1)! + 1
π cos

(

π
M

)

2F1

(

1
2 ,−i − 1

2 ; 3
2 ; cos2

(

π
M

))

, with 2F1(a, b; c; z) being
a Gauss hypergeometric function. According to
[37, Corollary 2] and [38, Proposition 2.1], we can acquire
∑Ng

n=1

(
Ng

n

)

(−1)nni+1 = 0, ∀i < Ng − 1, which leads to

J1 = 0. (33)

From [37, Th. 1], we deduce that
∑Ng

n=1

(
Ng

n

)

(−1)nnNg =
(−1)NgNg!, which results in,

J2 = −(−1)Ng−1

(

1
γ̄sin2

(

π
M

)

)Ng

DNg−1(−1)NgNg!

= Ng! sin−2Ng

( π

M

)

DNg−1γ̄
−Ng . (34)

It is easy to verify that limγ̄→∞ J3
(γ̄)−Ng

= 0, which implies
that at high SNR (γ̄ → ∞), J3 can be written as

J3 = O (

γ̄−Ng−1
)

. (35)

Therefore, by substituting (33)-(35) back into (32), we have,
at high SNR, Pssignal can be asymptotically formulated as,

Pssignal = Ng! sin−2Ng

( π

M

)
[

1
2
√

π

Γ(Ng + 1
2 )

Ng!

+
1
π

cos
( π

M

)

2F1

(

1
2
,
1
2
− Ng;

3
2
; cos2

( π

M

)
)]

× γ̄−Ng + O (

γ̄−Ng−1
)

. (36)

E. Proof of Proposition 4

Let Y � Ψ2 = |g(k)sm − g(k′)sm′ |2. Then from the
definition in (7), APEP can be written as

APEP =
∫ ∞

0

Q

(
√

γ̄y

2

)

fY (y)dy. (37)

According to [34], [39], and [40], APEP at high SNR depends
mainly on the behavior of fY (y) at y → 0+. More specifically,
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Pssignal =
Ng−1
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n=0

(

Ng
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)
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(
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(
π
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)

)i+1

dθ,
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∞
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(

1
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(

π
M

)
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1
π

∫ π− π
M

0

(sin(θ))2(i+1)dθ

]Ng−1
∑

n=0

(

Ng
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)

(−1)n(1 + n)i+1

(a)
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∞
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i=0
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(
π
M

)
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(
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n

)
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Ng−2
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i=0

(−1)i

(

1
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(

π
M

)

)i+1

Di
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∑
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(
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n

)

(−1)nni+1
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�J1

× −(−1)Ng−1

(

1
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(

π
M

)

)Ng
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Ng
∑

n=1

(

Ng

n

)

(−1)nnNg
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�J2

× −
∞
∑

i=Ng
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(

1
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(

π
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)

)i+1

Di

Ng
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(
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n

)
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�J3

(32)

assume fY (y) can be written as fY (y) = ayt +O(yt), a > 0
at y → 0+, then at high SNR, APEP can be formulated
as [34], [39], [40],

APEP =
2taΓ(t + 3

2 )√
π(t + 1)

(

1
2
γ̄

)−(t+1)

+ O
(

γ̄−(t+2)
)

. (38)

Thus, we just need to find the unknown t and a. From
Lemma 2, it is easy to obtain

fY (y)

=
1
2

1√
y
fΨ(

√
y)

=
Ng−1
∑

n=0

Ng−1
∑

l=0
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n!(Ng − 1 − n)!l!(Ng − 1 − l)!(n + l + 2)

=
Ng−1
∑

n=0
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∞
∑

i=0

(−1)i
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(
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)i

yi (39)

where the last equality is obtained by utilizing the Taylor series
expansion of the exponential function. From (39), we have

a =
Ng−1
∑
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∑
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(
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)
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which yields,

a = −
∫ 0

−1

x

(

d

dx
(1 + x)Ng

)2

dx

= −
∫ 0

−1

Ng
2x(1 + x)2Ng−2 dx

=
Ng

4Ng − 2
. (41)

Thus a is only depends on Ng, and

t = 0. (42)

By substituting (41) and (42) into (38), we can obtain,

APEP =
Ng

4Ng − 2
γ̄−1 + O (

γ̄−2
)

, γ̄ � 1. (43)
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