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Binary Power Allocation in Symmetric
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Abstract—The Wyner interference network is a popular model
used in research on cellular networks due to its simplicity and
analytical tractability. In this paper, the optimal power allocation
strategies in symmetric one- and two-sided Wyner models are
investigated. We determine a sufficient condition for binary power
control (BPC) to be optimal that can be applied to the one-sided
symmetric model. We consider binary power schemes for the
symmetric two-sided Wyner network. Using a method of group-
ing links and performing a piecewise comparison of the group
rates, we are able to determine the optimal power policy that
maximizes the network sum rate. The result of the optimization
can be expressed as follows for both types of networks: When the
interfering channel gain /€ is small, it is optimal (in the class of
binary schemes) to have all links on; otherwise, alternate links are
switched off to remove interference. We characterize the critical
values of € where the transitions occur.

Index Terms—Wireless networks, multiple-access interference,
power control.

I. INTRODUCTION

N the past two decades or so, the interest in cellular and

wireless networks has grown, as traffic shifts from voice-
centric to data-centric. To this end, two broad approaches have
been taken by researchers in this area. The first is to examine
models that incorporate effects like path loss, fading and user
locations in as realistic a manner as possible. However, such
an approach tends to rely heavily on numerical experiments
and simulations, where results can be very case-specific and
from which general conclusions are not easy to draw. The other
approach is to investigate simplified models, which may pro-
vide analytical insights into optimal network behavior, although
further investigation is then needed to test these insights against
more realistic models.
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Fig. 1. N-link symmetric Wyner interference networks, with direct channel
power gains normalized to 1 and interfering channel power gains represented
by e. (a) One-sided Wyner model. (b) Two-sided Wyner model.

One problem that is particularly difficult to handle analyti-
cally is rate maximization in interference networks where each
transmitter has a power constraint. This problem is non-convex,
so recent attempts have been made to study simplified models
with additional structure to render them amenable to optimiza-
tion. Recently, analytical sum-rate maximization was achieved
for a symmetric network of interfering links, in which all links
interfere equally with each other, and the power constraints on
each transmitter are identical [1].

In the present paper, we consider simplified symmetric mod-
els, but this time we only allow local interference coupling
between the links. This local coupling reflects the reality that in
real-world networks the main interference comes from nearby
links, not from links that are far away. We consider two different
symmetric models of linear array type: In the first, the interfer-
ence only comes from one other link (say, from the left side), in
the second model the interference is two-sided. The link gains
for symmetric one-sided and two-sided networks are depicted
in Fig. 1(a) and (b), respectively. For both models, we assume
that all transmitters have the same power budget.

One question that we would like to answer is whether or not
so-called binary power control is optimal for these symmetric
networks. Binary power control refers to the restriction that
each link can only use one of two available power levels: either
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the link is completely switched off, or the link is allowed to be
on, but only at full power. It was shown in [2] that for arbitrary
two link interfering networks, with arbitrary power constraints,
the optimal power control is binary, but they also showed that
this is no longer the case in general for an arbitrary number of
links. In [1] we showed that binary power control is optimal
for an arbitrary number of links in the very restricted class of
a symmetric network of interfering links. In fact, it is optimal
for either all links to be on (full re-use) or just one link to be on
(a scheduled link) in such a network. Clearly, such a result will
not hold for the one-sided and two-sided models investigated
in the present paper, since these models allow re-use: In both
models it is clearly better to have every even-numbered link on,
with odd-numbered links off (or vice versa) than to have just
one link on.

In the present paper, we wish to ascertain whether or not the
optimal power control is binary, and, furthermore, we want to
find the optimal power control analytically. Unfortunately, even
for these simple networks, proving optimality is not straight-
forward, and we have only had partial success: We do prove
the optimality of binary power control for the one-sided model.
For the two-sided model, all the numerical evidence we have
accumulated points to the optimality of binary power control,
but we have no mathematical proof of this result. Given the one-
sided result, and the favorable numerical evidence for the two-
sided case, we restrict attention to finding the optimal binary
power controls for these networks. Note that the assumption
of binary power control makes the problem combinatorial, but
not necessarily simple: in a network with N links there are
2N potentially optimal combinations of on—off allocations to
consider.! Under the assumption of binary power control, we
solve the rate maximization problems for both the one-sided
and two-sided symmetric networks.

In this paper, we use the term “Wyner networks” to denote
one-sided and two-sided linear array interference models. This
is in respect to Wyner’s seminal work on the Shannon-capacity
of cellular networks [4], and it is by now established practice to
describe such simplified networks as “Wyner models”: Many
authors have since worked on problems related to Wyner-type
interference networks. It is important to emphasize here that in
the present paper we are not considering the Shannon-theoretic
capacity under base station cooperation of such models a la
Wyner, but instead we treat the interference from adjacent links
as Gaussian noise. Also, we do not explicitly treat cellular
networks at all: If we are to think of each link as being a cell,
then it is a model for a single channel in a cellular network, with
co-channel interference from the nearby cells.

It has been shown in [5] that binary power control is optimal
in multiple access channels (when interference is treated as
noise). This is true regardless of the channel gains in the net-
work. This result does not generalize to arbitrary interference
networks [2], and nor even to non-symmetric Wyner models
[6], but in this paper we show that it is true for the symmetric
one-sided Wyner models, and we conjecture that it is true for
the symmetric two-sided model also.

IBut clearly there is a trellis structure that can be exploited in numerical
optimization, see [3].
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The paper is organized as follows. In Section II, we describe
the two types of Wyner models investigated, assumptions made
and the optimization problems to be solved. In Section III we
look at the specialized problem of binary power optimization
where the transmit powers come from a set of two power values:
on or off. We present the optimal binary power control policies
for the one and two-sided models in Section III. In Section IV
we investigate the question of whether binary power control is
optimal for these models, and in Section V, we consider some
possible extensions. Section VI presents our conclusions.

II. NETWORK DESCRIPTION AND PROBLEM FORMULATION
A. The Symmetric One-Sided Wyner Model

The network we first consider is an extension to the one-sided
interference channel [7] consisting of a set of N links, L =
(l1,...,ln) where N > 3. The links are arranged in a ring,
with each link interfering with the link immediately to the right
of it. It is assumed that interference is treated as Gaussian noise,
and each link has an individual maximum power constraint,
Phax- The network is depicted in Fig. 1(a).

In a symmetric one-sided Wyner interference network, the
direct channel gains are assumed to be the same for all the
links, and so are the interfering channel gains (usually taken
to be smaller than the direct channel gain). Without loss of
generality, we take the direct link gain to be unity, so P ax
is also the maximum allowable transmit power (in appropriate
units), whereas the interfering channel gain is denoted by the
parameter, /e. Therefore, the received signal of I; can be
expressed as

Vi =T+ Veri1 + 2 (D

where x; is the signal from its own transmitter, z;_; is the
signal from its interfering neighbor, and z; is white Gaussian
noise with unit variance. In Fig. 1(a) the direct and interfering
transmissions are shown using continuous and dashed arrows,
respectively.

Denoting the transmit power vector as P = (P, Ps, ...,
Py), the problem to be investigated is finding the optimal
power scheme which maximizes the sumrate of the network,
CSUIII(N7 6’ P)

max
P

st. 0< P < Puw, Yi=1,...,N. 2)

For the symmetric one-sided Wyner interference network, the
sumrate is defined as

N
Coum (N, €, P) = ZC<1+EP) (3)
i=1

where P; is the power of [;, while P, represents the power
of link (7 — 1) mod N. Throughout this paper, we also use the
notation: C'(z) = log(1 + z).
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B. The Symmetric Two-Sided Wyner Model

The other network studied in this paper is the symmetric
two-sided Wyner interference network, shown in Fig. 1(b).
Unlike the one-sided Wyner model, each link in the two-sided
version causes interference to and receives interference from
two neighboring links. We make the same assumptions as those
made in the one-sided Wyner model.

The received signal at [; has an additional term to that in (1)
to account for the additional interfering signal from [;1:

Yi = o + Ve (mio + Tip1) + 2 “4)

The power allocation problem is also (2), but with the sum-
rate function for the two-sided Wyner network defined as

N P.
Coum (N, P) = > C <1+6(P;+Pf)>. ?

i=1

Notice that the SINR term in (5) has an additional interference

term in the SINR, where Pi+ stands for the power from link
(i +1) mod N.

III. BINARY POWER CONTROL (BPC)

The problem defined in (2) is to maximize the sumrate over
all continuous values of power in the range [0, Ppax|- In this
section we define a more specialized optimization problem
where we restrict the allowed power to come from the binary
set {0, Puax |- We use the term binary power control (BPC) to
refer to this kind of power control and a power scheme which
only uses these two values (on and off) is called a binary power
scheme [2]. If we restrict to consider only BPC schemes, the
optimization problem of (2) reduces to:

Csurn(N; €, P)

max
P

st. P €{0,Puax}, Vi=1,...,N (6)

which is a combinatorial optimization problem. When a link is
switched on, its rate depends only on the number of interfering
neighbors which are simultaneously switched on. Therefore,
the link rate can be expressed as

PIIl?LX ) , (7)

Pm x) = T ..
rk(e, * ) ¢ (1 + kERnaX

where k represents the number of active interfering links. In
the case of the one-sided Wyner network, k € {0,1} as each
link can be subjected to interference from at most one other
link, whereas for the two-sided model, k € {0, 1,2}. Note that
70(€, Pmax) = r0(Pmax) 1S constant with respect to e.

The optimality of the different power schemes will depend on
the values of € and N. Since € affects which power scheme is
optimal, it is useful to define some critical values, about which
the nature of the optimal solutions will be seen to change. We
consider the solutions in € to the following two equations:

27’1 (6, Pmax)
2T2 (67 Pmax)

- TO(Pmax) - 07 (8)
- TO(Pmax) =0. (9)
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Both 71 (€, Pmax) and r2(€, Pnax) are monotonically de-
creasing functions of ¢ with 2r1(0, Pyax) > 70(Pmax) and
275(0, Prax) > 70(Pmax)- Hence, the solutions of (8) and (9)
are unique and can be explicitly computed. We denote the
solution to (8) by €*(Ppax), Which is given by

\/1+PmaX

*(Puax) = 10
P = =5 1o
The solution to (9) can be computed to be
1 *
€= ;¢ (Prax)- (11)

These two values will be shown to be critical values of ¢
for the one-sided and two-sided network models, respectively.
Clearly, €*( Ppax ) is the critical value of ¢ when the alternating
“on—off” pattern of link activation exactly equals the all-links-
on activation, in the case of N even. The critical value of ¢ in
the two-sided model is exactly half this value.

A. Factoring Schemes Into Groups

In an N-link network, even with just two power choices per
link, there are still 2 possible power vectors, which makes
exhaustive search computationally intractable. Instead, we look
for structure in the problem to reduce the search space down to
a small number of choices that can readily be compared.

We will represent possible power allocation vectors by
strings of length N taken from the binary alphabet {0,1},
where “0” represents the corresponding link being “off” and
“1” represents it being “on” and operating at full power. We
will also consider strings of smaller length that represent power
allocations to subsets of links. For a string X of Is and 0s, X"
is a string of n X’s in a row, where n > 0. So XO is the null
string, X! is the string X, X2 is the concatenation of two X’s
in a row, etc.

Amongst all the possible strings of length N, we will single
out three particular strings that we will see later contain all the
potentially optimal schemes. Power Scheme 1 is the string 1V
which represents all links being on. Power Scheme 2 has two
representations depending on whether N is even or odd. When
N is even, Power Scheme 2 is the string (10)N/2; when N is
odd (N > 3) it is the string (10)(N=3)/2110. Power Scheme 3
is the string (10)(N=3)/2100 which is defined when N is odd,
N > 3. Both Schemes 2 and 3 can be factored into substrings
of the form 10, 110, and 100. Note that re-arranging these
substrings in different orders does not affect the sum rate, and
we will consider all such re-arrangements as being equivalent
to each other. Thus, Power Schemes 2 and 3 are unique (re-
spectively) modulo any such rearrangement of substrings 10,
110, and 100. It is clear that Power Scheme 1 corresponds to
“full reuse” and Power Scheme 2 represents “half reuse” when
N is even, and Power Schemes 2 and 3 represent two different
versions of “half reuse” when N is odd.

A way to show that a particular power allocation is subop-
timal is to construct a similar power allocation, using a small
change to the first one, that improves the sum-rate. This enables
us to obtain necessary conditions for optimality, which we
enumerate below.
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1) Necessary Conditions for Optimality: All these condi-
tions are valid for both the one-sided and two-sided interference
models.

1) No long substring of consecutive Os: A scheme with more
than two consecutive zeros (more than two adjacent links
switched off) cannot be optimal. The substring 000 can
be replaced by 010 improving the overall sum-rate.

2) No 00 and 11 in the same optimal scheme: Consider
a power allocation that contains two substrings, namely
00 and 11. We can construct a new power allocation
from this one, by removing one of the links that are 0
(switched off) and adding a link, also O (switched off)
placed between the two previously adjacent links that
were both 1 (switched on). Thus, the new network has
a substring 0, and another substring 101. In this case, the
sum-rate has clearly increased, because the interference
between the two s has been removed.

3) No duplicate of substring 100: Consider a string with
two substrings, both 100. If they are located adjacent to
each other, then there is a substring 100100, which cannot
be part of an optimal allocation, since we can replace it
with 101010, for a higher sum-rate. On the other hand,
assume that there are two substrings, both 100, but not
adjacent, in an optimum power allocation. Then by the
necessary condition 2), both substrings must be preceded
by a 0. The second substring 100 can therefore be moved
to immediately follow the first, without affecting the sum-
rate of the network. So without loss of generality, there is
a substring 100100. But, as shown above, this cannot be
part of an optimal allocation, which is a contradiction to
the optimality of the original scheme.

These conditions do not rule out arbitrarily long substrings
of consecutive 1s in an optimal allocation. For example, Power
Scheme 1 satisfies these conditions. However, a substring of
consecutive 1s, of length 2 or more, can only be followed by at
most a single 0. A single 1 can be followed by a 00, forming
a substring 100, but there can be no repetition of this substring
anywhere else in the optimal scheme.

2) Reducing the Set of Potentially Optimal Schemes: These
conditions actually tell us quite a lot about optimal power
allocations. Apart from the possibility that Power Scheme 1 is
optimal, all other potentially optimal schemes can be factored
into substrings of the form 100 or of the form 110 for n > 0.
The factor 100 can appear at most once in an optimal scheme.
We use the term “factor” to denote these substrings because
they can be re-arranged without affecting the sum-rate. This is
because the zero at the end of each factor protects it, and the
following factor, from “inter-factor” interference. We view all
schemes with the same factors as equivalent, modulo such re-
arrangements.

We denote power allocation schemes that can be factored in
this way as “composite” schemes, precisely because they can be
so factored. An important feature of a composite scheme is that
its sum-rate can be calculated by adding up the sum-rates of the
component factors. Power Schemes 2 and 3 are both composite
schemes. The following lemma expresses what we have shown
thus far.
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Lemma 3.1: An optimal power allocation is either Power
Scheme 1 or it is a composite scheme.

To reduce the set of potentially optimal schemes further, we
note that a simple way to show the sub-optimality of a particular
composite scheme is to take one of its factors and replace it with
another substring of the same length, also ending in zero, with
a higher sum-rate than the factor it is replacing. It turns out we
can also replace the factor with a group of all Is (corresponding
to Power Scheme 1), as we show in the Proof of Lemma 3.3.
Using such comparisons, we can prove the following three
lemmas:

Lemma 3.2:

(1) One-sided model: An optimal composite scheme cannot
contain the factor 100. For ¢ # ¢*(Ppax), an optimal
composite scheme can have at most one factor 110.

(i) Two-sided model: An optimal composite scheme can
have at most one of the factors 100 and 110 and cannot
have both 100 and 110 factors.

Proof: See Appendix A.

Lemma 3.3:

(i) One-sided model: For € # €*(Pyax ), an optimal compos-
ite scheme has no factor of the form 1™0 for n > 3.

(i1) Two-sided model: An optimal composite scheme has no
factor of the form 1™0 for n > 3.

Proof: See Appendix A.

Lemma 3.4:

(i) One-sided model: For € # €*(Ppax ), the optimal scheme
is either Power Scheme 1 or Power Scheme 2.

(i1) Two-sided model: The optimal scheme is either Power
Scheme 1, Power Scheme 2, or Power Scheme 3.

Proof: In either interference model, Lemma 3.1 shows
that an optimal scheme is either Power Scheme 1 or it is
composite. By Lemma 3.3 an optimal composite scheme can
have only factors 10, 110 or 100. In the one-sided model,
Lemma 3.2 shows that it cannot have factor 100, and 110
can appear at most once (when € # €*(Pyax)). Thus, if N is
even, the only possibility is (10)/2. If N is odd, the only
possibility is (10)(V=3)/2110. In both cases, these are Power
Scheme 2. In the two-sided model, Lemma 3.2 shows that it
can have at most one of 100 or 110. Thus, if IV is even, the only
possibility is (10)N/2, which is Power Scheme 2. If NV is odd,
the only possibilities are (10)(N~3)/2110 (Power Scheme 2) or
(10)(N=3)/2100 (Power Scheme 3). [ ]

B. Optimal Binary Schemes

The results of Section III-A reduce the problem down to a
comparison of Schemes 1 and 2 in the case of the one-sided
network. The one-sided network case is particularly simple
because in this model there is a critical value of ¢, namely
€*(Pmax), independent of N, which governs which of Power
Scheme 1 or 2 is better. The symmetric two-sided network case
has been reduced to a comparison of Schemes 1, 2, and 3, when
N is odd, and a comparison of Schemes 1 and 2, when N is
even. The even IV case is equally simple: there is again a critical

2In the one-sided case, we are assuming that € # €* (Pmax )
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value of €, namely (1/2)e*(Ppax), independent of N, which
governs which of Power Scheme 1 or 2 is better. These results
are summarized in the theorem below which follows almost
immediately from Lemma 3.4. The slight technicality is for the
one-sided model when € = €*( Py,.x) it is possible that schemes
other than Power Scheme 1 or Power Scheme 2 are optimal
(schemes containing two 110 factors for example). However
given the continuity of the objective function with respect to
€, it is clear than Power Schemes 1 and 2 must be optimal at
this critical value of €, even if they are not the only two possible
optimal schemes.
Theorem 3.1:

1) In the one-sided model, the optimal binary scheme de-
pends on the value € in the following way:

a) For e < €*(Ppax) the unique optimal scheme is Power
Scheme 1.

b) Fore > €*(Ppyax) the unique optimal scheme is Power
Scheme 2.

¢) For € = €*(Ppax) both Power Scheme 1 and Power
Scheme 2 achieve the maximum sum rate.

2) In the two-sided model, for the case N even, the optimal
binary scheme depends on the value € in the following
way:

a) For € < (1/2)e*(Pmax) the unique optimal scheme is
Power Scheme 1.

b) For € > (1/2)€*(Pnax) the unique optimal scheme is
Power Scheme 2.

¢) For € = (1/2)e¢*(Ppax) both Power Scheme 1 and
Power Scheme 2 achieve the maximum sum rate.

The two sided, odd N case is more complicated, and we elab-
orate on this case now. We compare Power Schemes 1-3. Each
scheme provides a sum-rate that is decreasing in €. Therefore,
we can easily find the cross-over values of e for each of the
schemes. To this end, define €51 g2(V, Pnax) to be the unique
solution in € to

1

NT2 (67 Pmax) - §(N - 3)TO (Pmax) + 27‘1 (67 Rnax)

and define €51 53(N, Pnax) to be the unique solution in € to
1
Nra(€, Phax) = §(N — 1)ro(Pmax)-

We can also consider the cross-over e for Schemes 2 and 3,
€52,53 (Na Pmax), by solving
L 1

5 (N = 3)70(Punax) + 2716 Pnax) = 5 (

5 N — 1)ro(Pax)-

(12)
However (12) reduces to (8), s0 €52,53(N, Prax) = € (Pmax)-
Note that €*(Ppax) is independent of N, but
€51,52(N, Pmax) and €g1 53(N, Pmax) do depend on N.
The cross-over values are such that for: = 1,2, 57 = 2,3, < j,
if € < €g;,5j(IN, Pmax) then Scheme 7 beats Scheme j, but if
€ > €5i,5; (N, Pmax) then Scheme j beats Scheme 1.
Now define the function

log /14 Pax

Z(Puax) =
108 /T Poe —log (HW)

13)
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The following lemma characterizes the ordering relationship
between €51,52 (N7 Pmax) and €51,53 (N7 Pma,x)~
Lemma 3.5: If N is odd and N < Z(Ppax) then

€ (Pmax) < €51,53(N, Pmax) < €51,52(N, Pmax).  (14)
If Nisodd and N > Z(Ppax) then
3 (Pa) < 81,82V, Pa)
< €51,53(N, Pnax)
< € (Puax)- (15)
Proof: See Appendix B. |

A consequence of Lemma 3.5 is the following theorem:

Theorem 3.2: For the two-sided network, N odd: If
N < Z(Ppax) then

1) for e < €g1,53(IN, Pmax), Power Scheme 1 is optimal

2) for e > €51,53(N, Pyax). Power Scheme 3 is optimal

If instead N > &(Ppax) then

1) for e < €g1,52(IN, Prax), Power Scheme 1 is optimal

2) for €s1,52(N, Prax) < € < € (Ppax), Power Scheme 2

is optimal
3) for € > €*(Pmax), Power Scheme 3 is optimal
Proof: If N is odd, and N < Z(Pp,ax), we have from

(14) that

€52,53 (N> Pmax) < 65’1,53(N7 Pmax)

< €51,52 (N; Rnax)

soif € < €51, 53(IN, Pmax) then Scheme 1 beats both Schemes 2
and 3, and if € > €g1,53(N, Ppax) then Scheme 3 beats both
Schemes 1 and 2.

If N is odd, and N > Z(Ppax), we have from (15) that

65’1,5’2(N7 Pmax) < 651,5’3(N7 Pmax)
< €52,583 (N7 Pmax)a

soif € < €51, 52(IN, Pmax) then Scheme 1 beats both Schemes 2
and 3; if €g1,52 < € < €52,53(N, Pnax) then Scheme 2 beats
both Schemes 1 and 3; and if € > €g2,53(IN, Prnax) then
Scheme 3 beats both Schemes 1 and 2. |

The two different types of behavior, depending on whether
N is smaller or larger, are illustrated in Fig. 2(a) and (b). For
example, if Pyax = 100, then €* = 0.1005, and £ = 4.1191.
When N =3 < Z, then €51 g3 = 0.1317 > €* and the optimal
power scheme goes from Power Scheme 1 to Power Scheme 3
as ¢ is increased above €g1,53. On the other hand, if we
look at the case of N =5 > &, €51,52 = 0.0887 < €*, and the
transition of the optimal power scheme as e is increased, is
Power Scheme 1 to Power Scheme 2 (at € = €g1,52) to Power
Scheme 3 at e = €*.

C. Discussion of the Odd Links Case for the
Two-Sided Network Model

Recall that in the even-N two-sided model, there is a single
switch from Power Scheme 1 (full re-use) to Power Scheme 2
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Fig. 2. Sumrate of different power schemes when Ppax = 100. In (a), N =
3, €51,53 = 0.1317 > €* and the optimal power scheme transitions from
Power Scheme 1 to Power Scheme 3. In (b), N = 5, €51, 52 = 0.0887 < €*
and the optimal power scheme transitions from Power Scheme 1 to Power
Scheme 2 to Power Scheme 3.

(half reuse) at € = (1/2)e*(Ppax). When N is odd there are
two half re-use schemes: Power Schemes 2 and 3. We would
expect that as N grows large, there should be only weak depen-
dency on the polarity of N, and therefore that the switchover
value from full reuse to half re-use should occur at approxi-
mately the same critical value. Indeed, we have the following

lemma:
Lemma 3.6: €51,53(N, Pnax) = (1/2)€*(Ppax) as N T oc.

Proof: See Appendix C. |
From (15), we obtain
Corollary ~ 3.1: €s1,52(N, Puax) — (1/2)€*(Pyax)  as

N 71 .

Thus, for large N, N odd, we can say that full re-
use is optimal for € < (1/2)e*(Pupax) and half-reuse is op-
timal for € 2 (1/2)e*(Puax), very similarly to the even N
case. Note, though, that for €51,52(N, Prax) < € < € (Ppax)s
Power Scheme 2 is optimal, but for € > e¢*(Py.x) Power
Scheme 3 is optimal, so the type of half-reuse scheme has a
transition at € = €*(Pax)-
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However, if N is fixed, and P, is large, the situation is

different. When P, is large, we have
i‘(Rnax) ~ T]I-ﬂ 11’1(1 + Pmax)

which grows to infinity with P.x. Thus, for N odd,
with Pp.x large, we have Power Scheme 1 optimal for
0 < € < €es1,53(N, Pnax) and Power Scheme 3 optimal for
€ > €51,93(V, Pmax). Note that by Lemma 3.5, €*(Ppax) <
€s1,53(N, Pmax). If N is also quite large, then we can say
that the cross-over from full reuse to half reuse occurs at
€ & €*(Pnax) wWhich is double the value that occurs if we just
increase or decrease N by 1, when the cross-over value to half
reuse occurs at (1/2)e*(Puyax). Thus, there is a discontinuity
in behavior as we vary N, due to the effect of even or odd
parity of the network as a whole, when the SNR is very large.
This fact is interesting in itself, and is a pointer as to why the
general problem (when P; is not restricted to be binary) might
be difficult to solve.

IV. THE OPTIMALITY OF BINARY POWER CONTROL

So far in this paper we have assumed that binary power
control is to be employed. But is it optimal? The answer is
firmly positive in the case of the symmetric one-sided model,
as we now show. We present a more general result: a sufficient
condition for BPC to be optimal, which clearly implies the
optimality of BPC for the one-sided model.

A. A Sufficient Condition for BPC to be Optimal and
Application to the One-Sided Model

In this section, we consider more general models than just the
one-sided or two-sided symmetric models: Consider a network
consisting of N links, and let N' = {1,2,..., N} be the index
set of the links in the network. Also, denote link & and its
corresponding power as [, and Py, respectively, with k € N.
We wish to optimize the power of the links in the network,
P ={P,..., Py} to maximize the sumrate of the network
given that each link, has a maximum power constraint, i.e.,
0 < Py < Py max- The optimization problem is given as

max Csum (P) s.t. 0< P <Puax, (16)
where
n; P;
Csum(P) = log [ 1+ ) 17)
i%\:, Yjeg, €l + o}

The parameters /7; and o7 are the direct channel gain and
noise power of link ¢, respectively. The set J; is an index set of
all the links interfering with link 7, with | /€;; being the inter-
fering channel gain of link 7 to link ¢. The vector P, is the
maximum power vector, i.e., Pyax = {P1 max; - - - s PN max |+
where link ¢ has maximum power level P; ,ax.

Further assume that the network has a subset of links with
index set £ C N, such that a link whose index is in £ causes
interference to only one other link. In other words, we define a
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mapping m : £ — N, with the interpretation that ¢ = m(s) is
the index of the link that suffers interference from link s. There
are only two link-rates affected by P;: the rate of [, and the rate
of [;. Denote the sum of the two link rates affected by P; as

1P,
R, (P)=1 1+
() = log ( > ieq, €isPi + 03)

P
+log [ 1+
g ( €s,tPs + 2 jegns .0 F + 03)

(18)

where 7, is an index set of links interfering with [, and J; is
the index set of links interfering with /;. Referring back to our
original objective function, we can write (17) as

n; P;
Coum(P)=R (P 1 1 .
( ) ( )"' Z og ( +Zj€~7i Ej,in +022>

ieN\{s,t}
19)
Now let’s consider the following single-variable optimization
problem
Problem 4.1:
H}jax Csum(P) s.t. 0 S Ps S Ps,max (20)

where Cyum (P) is given in (19).

The solution to Problem 4.1 is given in the following lemma.

Lemma 4.1: Let P be the solution to Problem 4.1, then
Pr € {0, Ps max }-

Proof: See Appendix D.

This leads to the following corollary which provides a suf-
ficient condition for binary power allocation to be optimal in
network sumrate maximization.

Corollary 4.1: 1f a link, [, causes interference to only one
other link and the objective is to maximize the sumrate of the
network, then the optimal value for P, subject to 0 < Py <
Ps max 1s either 0 or P; ;. (OFF or ON).

Proof: A direct corollary of Lemma 4.1. |

Corollary 4.2: If each and every link in a network only
causes interference to one other link in the network, then the
optimal power scheme for the whole network is binary.

Corollary 4.2 implies that binary power control is indeed
optimal for the one-sided Wyner network.

B. The Two-Sided Symmetric Model

Unfortunately, we cannot obtain the optimality of bi-
nary power control for the two-sided symmetric model from
Lemma 4.1. Nevertheless, we believe this to be the case: We
first attempted to solve the optimization problem using the KKT
conditions, similar to our previous work for the two-link inter-
ference channel in [8], since the two-link interference channel
is a special case of the two-sided Wyner network, with N = 2.
However, we were not successful in obtaining a solution using
the KKT conditions: The general case is a non-convex opti-
mization problem, and we have been unsuccessful in finding
any special structure to solve it. However, we have conducted
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fairly exhaustive numerical searches to find the optimal power
vector, using finite, discretized power values for various-sized
networks.?> Numerical experiments using gradient search were
conducted to determine the existence of local maxima. From
these experiments, we found that all local maximum points
which are not one of Schemes 1-3 are still binary.

We therefore present the following conjecture.

Conjecture 4.1: The optimal power scheme which maxi-
mizes the sumrate of the symmetric two-sided Wyner network
is binary in nature.

We support this conjecture further here by proving it to be
true in the special cases of N = 3 and N = 4 links.

1) N =3 and N =4 Cases: The 3-link two-sided Wyner
model is exactly the same as the 3-link all interfering network
[1], since each link interferes will all other links within the
network. From that investigation it is found that for any number
of links, the optimal power scheme is either to have all links on
at maximum power or to have only one link on while all others
are switched off. Hence, we can conclude that the optimal
power scheme for a 3-link symmetric two-sided Wyner network
is binary.

For the 4-link Wyner model, we exploit the concavity of the
function h(z) = C(x/a) =log(1 + (x/a)) and the two link
results from [1], [9] to obtain the upper bound on the sumrate

1< P

i=1

Pmax
< -_ .
< max {40 (1 mn 2€Pmax> 7QC(PmaX)}

21

When € < (1/2)e*(Ppax), the upper bound is 4C(Ppax/
(1 + 2€Pax)), which is achievable by having all transmitters
using power Pax. If € > (1/2)e*(Phax), the upper bound is
2C(Ppax), but this bound is achievable with the Alternate On-
Off power scheme. At € = (1/2)e*, the All-On and Alternate
On-Off power schemes are equally good. Hence, the optimal
power scheme for the 4-link two-sided Wyner network is also
binary. Further details can be found in [10].

2) Binary is Optimal When Interference is Strong Enough:
In the case of symmetric two-sided Wyner networks where the
number of links, IV, is an even number, we can establish an
upper bound to the network sumrate using the results from the
symmetric one-sided Wyner network:

- +
po 1+e(P7+ P")
Pmax N

< - max o
_max{NC’<1+€Pmax>, 5

When € > €*(Ppax), the maximum sumrate for the sym-
metric one-sided Wyner network is (N/2)C(Ppax), which is
also achievable in the two-sided model using the Alternate

C(Pmax)} . (22)

31t should be noted that these one and two-sided models have a certain
Trellis structure which makes them very amenable to numerical optimization
via dynamic programming [3].
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On-Off power scheme. Therefore we can conclude that for an
Even-N symmetric two-sided Wyner network, when e >
€*(Pmax), the maximum achievable sumrate is obtained with
binary power control.

V. EXTENSIONS

The models considered in this paper are very specialized,
and it is of interest to know how the results might extend to
more general networks. The underlying assumption is that the
network is symmetric in that the cross-gain is the same between
any two adjacent links.

A natural extension is to allow the cross-gains to be different.
If each cross-gain is chosen independently at random, then the
chance of getting a symmetric network is zero. What general
conclusions can be drawn from the symmetric case, if any?

One simple extension is to allow the cross-gains to deviate
slightly from the symmetric case. If we allow each cross-gain
to be different, then we can represent the network by a vector
of cross gains (€; 1, ei,iﬂ)ﬁil. In the symmetric case, all the
parameters in the vector are the same, with common value e.

If € in our symmetric model is chosen at random from a
continuous distribution, then with probability 1, all 2V binary
power schemes achieve distinct sum-rates. We have character-
ized the particular binary power scheme that is optimal in this
paper, so all other 2% — 1 other binary power schemes achieve
strictly less sum-rate than the optimal binary scheme.

Now, if we continuously vary the channel gains of the NV
links, the sum-rate of any of the binary power schemes will
vary continuously. For small perturbations of the channel pa-
rameters, it follows that the optimal binary power scheme in the
symmetric case will remain the optimal binary power scheme
after the small perturbation of the channel parameters.

In the one-sided model, we can make a stronger statement
since we know from Corollary 4.1 that binary power control is
optimal for this model, even when the cross-gains are distinct.
For small perturbations of the channel parameters, it follows
that the optimal power scheme in the symmetric case will
remain the optimal power scheme after the small perturbation.

These arguments show that our results are valid for scenarios
beyond the symmetric case that is the focus of this paper. There
can be positive probability of realizing such scenarios if link
gains are drawn at random from continuous distributions.

Another extension is to a fading model. For example, sup-
pose that the complex-valued, direct gain on link %, H;;, is
Rayleigh distributed, with |H; ;|? having mean 1. Suppose the
cross-gains H; 1 ; and H; 1 ; are i.i.d. Rayleigh, with |H;_; ;|2
having mean e. The ergodic channel capacity of link 7, without
channel knowledge at the transmitter, and treating interference
as noise, is

E |1 1 .
{Og ( T *Piy1 +02>}

It is of interest to prove similar results for this symmetric,
fading model. Most of the arguments in this paper do not rely
on the specific form of the sum-rate function; what is more
important is the existence, uniqueness and ordering of critical

|H; i|*P;
2Py + |Hig1i
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values of € where various curves cross, and it will be of interest
to see if similar arguments can be applied in more general
settings, including the symmetric fading model mentioned here.

VI. CONCLUSION

In this paper, we have presented the results of sumrate
maximization in two symmetric Wyner network models. For
the symmetric one-sided Wyner model, using Lemma 4.1 and
Corollary 4.2, we were able to simplify the original optimiza-
tion problem by restricting the set of power levels to {0, Pyax }-
Using a method of grouping links and doing a piecewise
comparison of the rates of each group, we have characterized
completely the optimal power vectors for the one-sided model
in Theorem 3.1.

For the symmetric two-sided Wyner model, we have deter-
mined that in the case of 3- and 4-link models, the optimal
power schemes are binary. For models with NV > 4, N even,
and for which € is greater than €*( Py,ax ), then binary is optimal,
and the alternate on—off binary allocation is optimal. Numerical
evidence (not provided in this paper) suggests that binary is
always optimal for the two-sided symmetric model.

For the two-sided symmetric model we restrict our attention
to binary power allocations. If € is less than the threshold
(1/2)€*(Pyax), then the All-On power scheme is optimal. For ¢
above this threshold, it is better to switch alternate links on and
off, respectively. This result is exact when [V is even, and true in
the limit of large N, when NNV is odd. An exact characterization
is also obtained in the IV odd case. The exact results for NV odd
are more complicated, with more critical transitions, the values
of which depend on IV, and whether or not the SNR is large.
The sensitivity to even or odd parity at high SNR suggests that
the general problem with continuous power levels may be quite
difficult to solve.

Although the models considered in this paper are simple and
not very realistic, they extend our understanding of power con-
trol in interfering networks, which is a difficult and generally
intractable area, yet of practical importance. Our results support
the view in [2] that binary power control schemes are generally
good for networks of interfering links, even if they are not
always optimal, although they do seem to be optimal in the
models considered in this paper. Finally, these models provide
a simple way to explain why cellular networks tend to be either
“CDMA-like”, with full re-use between cells, or “FDMA-like”,
with re-use partitioning between adjacent cells, and that the best
approach depends on the level of intercell interference between
the cells.

APPENDIX A
PROOF OF LEMMAS 3.2-3.3

In order to prove these two lemmas, we need to introduce two
additional critical values of ¢, which we denote by €(Py,ax) and

\

¢(Pmax)- These are the unique solutions to the equations:

37'2 (6, Pmax) =To (Pmax)a
37"2 (Ga Pmax) - 27Al (67 Pmax)

(23)
(24)
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respectively. The uniqueness of €(Ppax) is immediate from
the fact that 3ra (-, Pyax) is decreasing, and its value can be
explicitly computed:

(14 Pifax) (14 Pt +1)

é(Pmax) = op

(25)

The uniqueness of ¢(Pyax) follows from the following lemma,
which also characterizes the ordering of some of the critical
values of ¢ in this paper:
Lemma A.1:
1) &(Pax) is uniquely defined for € > 0.
2) For € < ¢, 3ra(€, Puax) > 2r1(€, Prax), otherwise for
€ > ¢, 3ra(€, Pnax) < 2r1(€, Phax)-
3)
€ (Pmax) < €(Pmax) < ¢(Pmax)- (26)
Proof: We show that there is only one positive solution in
€ to (24). Note that (24) is equivalent to the equation:

(1 + 2€Puax + Paax)” (1 4 €Puax)”

= (1 + 6]Dmax + Rnax)2(1 + 267 Pmax)3 (27)

which can be written in polynomial form as age*+
az€® + aze® + are + ag = 0, where ays=—4P> . az=
—2P 0 (Pmax+1), ag = P3, (P20 + 3Pmax + Pmax), a1 =
2P2  (Pmax + 1)(Pmax +2) and  ag = Ppax(Puax + 1)2.
Note that a4 and as are negative, while a9, a1, and ag are
positive. Using Descartes’ Rule of Signs, since there is only
one change of sign in the polynomial coefficients, there is
exactly one positive root [11] to (27), and hence there can only
be one value of ¢(Pyax ), proving part 1). Part 2) then follows
by inspection.
To prove 3), note that

(14 Piiax) (14 Puae)t 1)

E(ljmax) —€* (Pmax) =

QRnaX
(14 Pua)?
Pmax
1 2
(1+Pr§ax)((1 + Paax) 1)
= 5P >0.
28)

If we fix Pyax and plot the three functions, 3rsa(€), 2r1(€),
and 7 with respect to ¢, clearly 3r2(0) > 2r;(0) > ro. Since
€*(Pmax) < €(Pmax) and &(Pnpax) is uniquely defined, then
€ (Prmax) < €(Pmax) < ¢(Pmax) (See Fig. 3). This completes

the proof. |
The ordering of these critical e values is illustrated in Fig. 3.
Proof of Lemma 3.2:

One-sided case: It is immediate that 100 cannot be a
substring in an optimal scheme, because we can replace it by
110 and increase the sum-rate.

Now suppose that an optimal scheme has 110 repeated twice.
Without loss of generality, we can move the two factors together
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Fig. 3. The relationship between €*, €, and ¢.

to form the group 110110 without changing the sum-rate. This
group achieves a sum-rate of 2r¢(Pyax) + 271 (€, Prax)-
Suppose first that € > €*. Since 1 (-, Pyax) is decreasing, we
have 2ri(€e, Phax) < 70(Pmax), Which implies 2ro(Ppax) +
271 (€, Pmax) < 370(Pmax)- But 379(Pmax) can be achieved
by the group 101010, which contradicts the optimality of the
considered scheme.
Suppose instead that
70(Pmax )» Which implies

e <€ so that 2ry(e, Ppax) >

2TO(Pmax) + 2T1(67 Pmax) < TO(Pmax) + 4’/’1 (67 Pmax)-

But 70(Pumax) + 471 (€, Pmax) can be achieved by the factor
111110 which is another contradiction.

Two-sided case: That the factor 100 cannot be repeated
more than once has been shown in Section III-A1, condition 2).

Now suppose that an optimal scheme has 110 repeated twice.
Without loss of generality, we can move the two factors together
to form the group 110110 without changing the sum-rate. This
group achieves a sum-rate of 47 (€, Pyax)-

Suppose first that € > €*. Since 1 (-, Pyax) is decreasing, we
have 271 (€, Pnax) < 70(Prax), which implies 471 (€, Ppax) <
270(Pmax) < 370(Pmax)- But 3rg(Ppayx) can be achieved by
the group 101010, contradiction.

Suppose instead that € < ¢*. Lemma A.1 1) implies that
€ < ¢(Pmax) and Lemma A.1 2) implies that 471 (€, Ppax) <
2711 (67 Pmax)+37ﬂ2(67 Pmax)- But 2711 (ea -Pmax)+37ﬂ2(67 Pmax)
can be achieved by the factor 111110, contradiction.

A very similar argument can be given for why 110 and 100
cannot both be in the optimal scheme. This completes the proof
of Lemma 3.2.

Proof of Lemma 3.3: Consider the factor 110 m > 4. We
will denote its sum-rate by p(m, €, Ppax). We can compare its
sum-rate with the sum-rate of the same-sized group from both
Power Scheme 1, and Power Scheme 2.

For comparison with a group taken from Power Scheme 2,
the corresponding group is (10)™/2, when m is even, and
(10)(m=3)/2110, when m is odd. We denote the sum-rate of
this group by p(m, €, Prax)-

For comparison with a group taken from Power Scheme 1,
we are considering the replacement of the final O in the factor
with a 1. However, this 1 will cause interference to the first
link in the factor that follows, which appears to complicate
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the analysis, since we lose the zero padding between factors.
However, we can compensate for this interference by replacing
it with interference added to the first 1 in the factor, and then
ignoring the interference to the following factor. To see that
this works in the one-sided case, note that the original sum-rate
of the factor is 7 + (m — 2)r1. The first link of the following
factor achieves a rate of rg. If we change the final link of the
considered factor to 1, then the new sum-rate is ro + (m — 1)r;
and the first link of the following factor achieves r. Thus the
total rate of all m + 1 links is mry + ro which is the same
as if there is no inter-factor interference, and the group of m
I’s (which replace the original factor) are in a circle, with
interference to link 1 from link m. The same argument applies
to the two-sided model.

Thus, the corresponding Power Scheme 1 group consists of
m 1’s, but we should think of this group as wrapped in a circle
so that each link receives interference from just one link to its
left, in the one-sided model, or from both adjacent links, in the
two-sided model. We denote the sum-rate of this circular group
by p(m, €, Pnax) in both models, although the value will be
different in each case (see below).

One-sided model: In the one-sided model, we have

p(ma €, Pmax) - TO(Pmax) + (m - 2)T1 (67 Pmax)

ﬁ(m, €, Pmax) =mnry (67 Pmax)

270 (Prax) m even
b(m; €, Pmax) = (mgl)TO(PmaX) (29)
—+ 7 (e, Pmax) m odd

Note that all these functions are decreasing in e.

To compare with Scheme 2, we compare p(m, €, Pyax) With
the corresponding sumrate for a Scheme 2 group of size m, as
in (29). Whether m is even or odd, the unique ¢ that solves the
equation p(m, €, Prax) = p(m, €, Prax) 18 € (Pmax ), as given
in (10). For € > €*(Pax), p(m, €, Prax) < p(m, €, Prax)-

We can also compare the factor sumrate p(m, €, Pyax) With
the corresponding (circular) group rate of Scheme 1, using
the equation p(m, €, Ppax) = p(m, €, Pyax). The unique so-
lution to this equation is also €*(Ppax). For € < €*(Puax),
p(m, €, Poax) > p(m, €, Phax). It follows that the factor of
size m cannot be part of the optimal scheme in the one-sided
network model, unless € = €*(Pppax)-

Two-sided case: We can use the same steps as above,
except that the corresponding sum-rates must be adjusted to
take account of two-sided interference. In this case, when
comparing the sum-rate of a factor of size m with the corre-
sponding (circular) group in Power Scheme 1, the sumrate of
the circular group is p(m) = p(m, €, Pmax) = mra(€, Pmax)-
When the factor size, m, is even, the corresponding Scheme-
2 group rate is p(m) = (m/2)ro(Pmax). When the factor size,
m, is odd, the corresponding Scheme-2 group rate is p(m) =
p(m, €, Poax) =((m — 3)/2)70(Pmax) + 271 (€, Pmax). Note
that, as in the one-sided case, the functions p(m,-, Pyax),
p(my, -+, Pmax), and p(m, -, Pyay) are all decreasing functions.

In the case of m even, the equation p(m,e€, Ppax) =
p(m) = (m/2)ro(Prax) reduces to 2r9(€, Ppax) = 70(Pmax)
which has solution € = (1/2)e* (Ppax) defined in (11).
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For m > 4, the equation p(m, €, Pyax) = p(m, €, Pmax) T~
duces to

37"2(6, Pmax) = 2r1(67 Pmax>7 (30)

which has the unique solution ¢(Py,,x) defined in Lemma A.1.
From (9), (10) and Lemma A.1, we see that (1/2)e* < €* < ¢.
It follows that for € < (1/2)e*(Ppax), we have € < ¢ and hence
p(m, €, Poax) < p(m, €, Pyax). Thus, if € < (1/2)e*(Puax)
then a factor of size m > 4 cannot be optimal.

Now consider m > 4 and m even. It follows from (1/2)e* <
¢ that p(m, (1/2)€*, Pyax) > p(m, (1/2)€*, Pyax). But both
p(my, -+, Pmax) and p(m, -, Pmax) are decreasing functions, so
when € > (1/2)€*,

p(m7 €, Pmax) < P(m7 75*7 Pmax)

which shows that the factor of size m is beaten by the cor-
responding Scheme-2 group, and hence it can’t be part of an
optimal solution when € > (1/2)e*.

Now consider m >4 and m odd. The equation
p(m, €, Pryax) = p(m, €, Pyax) reduces to
2r2(67 Pmax) - TO(Pmax)7 (31)

which has the unique solution € = (1/2)e*. Thus, for € >
(1/2)e*, this group is beaten by the corresponding Scheme-
2 group, and hence it can’t be part of an optimal solution
when € > (1/2)e*. We conclude that the factor of size m > 4
cannot be part of the optimal scheme in the two-sided network
model.

APPENDIX B
PROOF OF LEMMA 3.5

Firstly, it is trivial to show that €51 53(N, Pyax) is given as

651,5’3(Na Pmax)

1 Pl’IlaX
= —1).
2-Pmax <(\/ 1 + Pmax)(Nil)/N -1 )
We begin by considering the case when N < Z(Ppax), i.€.,

log \% ]‘ + Pmax

N < '
10g(v/T + Prax) — log (1 + ﬁ)

After elementary algebra we obtain the equivalent inequality

\/1+Pmax < 1
Pmax 2jt)maxx

Pmax
-1
(V14 Puax)(N-D/N —1 )
which implies
€52,53 (N7 Pmax) - 6*(Pmax)

< E5‘1733(]\7’ -Pmax)' (32)
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Conversely, if then
651,53(N7 Pmax)~

Recall that the cross-over values are such that for
1=1,2, 7=2,3, i<j, if €<egisj(IN,Pnax) then
Scheme i beats Scheme j, but if € > €g;5;(V, Pmax)
then Scheme j beats Scheme . It follows that if
65’2,5’3(Na Prnax) < €SI,SB(N7 Pmax) then GSI,SQ(Ny Pmax) >
€51,53(NV, Pmax). For otherwise, we can choose € such that
max{es1 g2, €s52,53} < € < €g1,53 which implies that for this
e, Power Scheme 1 beats Power Scheme 3, Power Scheme
3 beats Power Scheme 2, and Power Scheme 2 beats Power
Scheme 1, which is a contradiction. Conversely, a similar
argument shows that if ego g3(IN, Prax) > €51,53(N, Pmax)
then eSl,SQ(Na Pmax) < 651,83(]\77 Pmax)-

Hence, if N < &(Ppax), then

N > #(Ppax), € (Pnax) >

6*(Pmax) < 651733(]\], Rnax) < 6,5’1,5’2(]\77 Pmax);

as illustrated in Fig. 2(a). Conversely, for N > Z(Ppax), &
similar argument shows

651,52(N7 Pmax) < 651,33(Na Pmax) < 6*(Pmax)7

as illustrated in Fig. 2(b). Finally, we show that in this case,
(1/2)e* < €s1,52(N, Pmax)- First, note that by Lemma A.1 in
Appendix A we have that (1/2)e* < &(Ppax) and hence

€* €*
3 5 Pmax 2 I Pmax .

Now, Power Scheme 2 achieves the value

(33)

1
§(N - 3)7'0 (Pmax) + 2T1 (E; Rnax)

1 3
= §Nr0(Pmax) - 57”0(6, Pmax) + 2""1 (67 Pmax)~

From (9), we have that
3 €* €*
57'0 (27 Pmax) —37'2 <27 Pmax) )
*
> 2T1 (627 Prnax) bl

the last inequality following from (33). It follows that for
e = (1/2)e*, Power Scheme 2 achieves a sum-rate strictly
less than (1/2) N7o(Ppax), whereas Power Scheme 1 achieves
exactly this value. Thus, for € < (1/2)e*, Power Scheme 1
achieves a larger sum-rate than Power Scheme 2. But Power
Scheme 1 and Power Scheme 2 achieve the same sum-rate at
€ = €51,52(N, Pnax). Thus, (1/2)e* < €51,52(N, Prax). This
completes the proof.

APPENDIX C
PROOF OF LEMMA 3.6

Using the definition of €51 _g3(V, Pmax) given in Appendix B
and performing a change of variables by letting « = 1/N,
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we get
. 1 Pmax
lim -1
Ntoo QRII%LX (\/ 1 + Pmax)(N_l)/N -1
= lim 1 <(V1+Pmax)2+$_(V1+Pmax))
zl0 2Pmax \/]- + Pmax - (\/1 + Pmax)w
o 1 1 + ]Dmax - m
_2Pmax \/1+Pmax71
V14 Prax 1,
=Y T Ima o (Prax)- 34
2 ) oY
APPENDIX D

PROOF OF LEMMA 4.1

The objective function to be maximized is given in (19) and
we are only interested in optimizing one power variable, i.e.,
P;. The following lemma provides the solution to Problem 4.1.

Lemma D.1: Consider the following optimization problem

1 (1 n x) +log (14 -C
max |10 — (0] —
e A & z+ B
st. 0<z < rmax- 35)

If A, B > 0,and C' > 0, then the above objective function is
maximized at either £ = 0 or £ = T ax.

Proof: Denote the objective function above as f(x), and

take the derivative:

5 <1+lz> Cl) i (1+1$53) <<x1%>2>
:”Eg, (36)

where n(z) = 2% + 2Bz + [B2+C(B — A)] and d(x) =
(A+2z)(x+ B+ C)(x+ B). Since A,B>0,C >0, and
can only take non-negative values up to .y, hence d(z) > 0.
Observe that n(z) is a quadratic function, and has at most two
zero-crossing points. Also note that n/(z) > 0 and the roots
of n(z) are —B + y/C(A — B). For « > 0, we can make the
following deductions based on the roots of n(x).

o If A < B, then both roots are complex and so n(x) does
not cross zero and is positive. The maximum of f(x) is
thus attained at © = T ax.

e If A = B, then we have a double root at x = — B, and the
function n(x) is positive. The maximum of f(z) is again
at T = Tmax-

e If A> Band \/C(A — B) < B, then both roots are non-
positive and n(z) is positive. The maximum value of f(z)
is achieved at * = X ax.

o If A> Band \/C(A — B) > B, then we have one nega-
tive and one positive root. Evaluating the second derivative
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at the positive root (denoted as x*), we get

Pf| _d)n' (@) — n()d (x*)
Ox? |y (d(a))?

_d()n' (@) _ (@)

T eE A

The root z* corresponds to a minimum point of f(z).

If 0 < 2" < Zmax, then the maximum value of f(z) is

attained at either x = 0 or T = Tynax. If " > T4y, then
f(z) is maximum at z = 0.

Thus for all possible combinations of A, B, and C,

the maximum of f(z) is achieved at either z =0 or at

T = Tmax- |
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