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#### Abstract

This paper investigates a user-fairness relay selection (RS) problem for decode-and-forward (DF) full-duplex (FD) relay networks, where multiple users cooperate with multiple relays in each coherence time. We consider two residual selfinterference (RSI) models with or without direct links. We propose a sub-optimal relay selection (SRS) scheme which requires only the instantaneous channel state information (CSI) of source-to-relay and relay-to-destination links. To evaluate the performance, the outage probability of SRS is derived for different scenarios depending on RSI models and the availability of direct links. To further investigate, asymptotic expressions are derived for the high-transmit power regime. For comparison purposes, 1) the average throughputs of the FD and half-duplex (HD) modes are derived; 2) non-orthogonal transmission is considered and its performance is discussed with approximations; and 3) the impact of imperfect CSI is investigated with the aid of analysis. While simulation results are provided to verify the analytical results, they reveal interesting fundamental trends. It turns out that a significant throughput degradation occurs with FD mode over HD mode when self-interference is fully proportional to the transmit power. Since all users can communicate in the same coherence time with the FD mode, these joint RS schemes are useful for user-fairness low-latency applications.
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## I. Introduction

CONVENTIONAL wisdom had been that a radio node cannot simultaneously transmit and receive on the same frequency band. Recently it has been discovered that fullduplex (FD) radio not only able do that, but also avoids
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typical spectrum splitting employed across forward and reverse links and hence improves spectrum efficiency compared to conventional half-duplex (HD) radio in which silent times lead to a loss of spectral efficiency (also known as the multiplexing loss) [1]. For instance, FD nodes relaying can potentially double the spectral efficiency achieved by the conventional HD relaying, thereby extending network coverage while improving power efficiency and robust connectivity [2]. However, since the self-interference (SI) signal on a FD node can sometimes be 100 dB above its legitimate received signal strength, the benefits of FD radio are contingent on proper SI cancellation [3]. Nevertheless, the measurement and fully suppression of SI is challenging even with the recent signal processing breakthroughs [4].

Although multiple relays can improve error-rate and linkreliability by exploiting multipath diversity, overall spectral efficiency can be affected because of the need for one orthogonal channel per each relay. This in turn increases bandwidth utilization, time slots or spreading codes. On the other hand, because relay selection (RS) schemes activate only one or few relays from a large set of nodes, resource utilization and overhead do not scale up as rapidly. Instead, RS enjoys the best of both techniques, e.g., spectral efficiency and full diversity gains [5]-[7]. Although RS requires an exchange of channel state information (CSI) between the nodes, such multiplexing losses can be recovered under the constraint of very limited feedback [8]. The RS with FD radios is important because it provides better diversity-multiplexing gain tradeoff (DMT) at least at the high multiplexing gain regime where the FD achieves a better multiplexing gain than that of the HD [9]. Effective FD RS strategies are thus the main focus of this paper.

## A. Related Work

FD RS strategies have been considered for one-way communication [10]-[14], two-way communication [15]-[17], cognitive radio [18], device-to-device (D2D) [19], physical-layer security [20], energy harvesting [21], [22], and non-orthogonal multiple access (NOMA) [23], to mention but a few. Outage probability and asymptotic analysis of several RS schemes which are based on the available channel state information (CSI) are derived in [10]. A joint RS and power allocation with outdated CSI is analyzed in [11]. Outage probability, average symbol error rate, and ergodic capacity are derived for a joint relay and transmit/receive antenna mode selection scheme
in [12]. In [13], channel capacities with RS are analyzed under different adaptation policies including optimum power with rate-adaptation and truncated channel inversion with a fixed rate. For nodes distributed as a 2-D homogeneous Poisson point process, an analytical framework is proposed to study how RS strategies perform with HD and FD nodes by combining renewal theory and stochastic geometry in [14]. In [15], an optimal RS scheme which maximizes the effective signal-tointerference and noise ratio (SINR) is proposed and analyzed for a two-way FD relay network. In [17], outage probability based on max-min scheduling is analyzed for a two-way multiple-user network where user pairs compete only for one relay node. A multi-source multi-relay network is considered with one destination for two-way network in [16], where the best source is selected based on the instantaneous signal-tonoise ratio (SNR) of the direct link and the best relay is selected by using the max-min principle based on the selected source. However, there is no simultaneous transmission from all source nodes.

Optimal RS for the FD underlay cognitive radio networks is analyzed with respect to the distributional properties of the received SNR in [18]. A power-efficient RS scheme is formulated as a combinatorial optimization problem to minimize the power consumption of the mobile devices in multiple D2D user pairs in [19]. The secrecy outage probability of a hybrid RS scheme which switches between FD and HD modes is studied in [20]. The FD RS for physical-layer security in a multi-user network is recently considered under the attack of colluding eavesdroppers in [24]. RS schemes for FD relay networks with energy harvesting are considered for the powersplitting protocol in [21] and the time-switching protocol in [22]. In [23], the impact of RS on cooperative NOMA is also investigated for both FD and HD modes by considering the locations of relays where stochastic geometry tools are used.

## B. Problem Statement

As discussed above, in the existing literature, FD RS problems are limited to two scenarios: i) single source-destination pair with multiple intermediate relays; ii) multiple sources and multiple relays with single destination where only one selected source communicates with the destination; or iii) multiple source-destination pairs with single intermediate relay where only one pair communicates at each coherent time [25]. However, the model of single source-destination pair per coherence time has limited applications as wireless systems evolve from Long Term Evolution (LTE) to fifth generation ( 5 G ), the number of active users per unit area is expected to increase dramatically, making simultaneous communication is a more urgent goal, with better resource utilization, supporting ultra-reliable low-latency communication (URLLC) [26].

In FD relay studies [10], [11], it is commonly assumed that no direct source-destination link exists because the direct link is sufficiently weak due to obstacles and/or deep fading. In HD relaying, however, a direct link is a great advantage as the destination receives two copies of the same signal. However, in FD mode, the relayed received signal at the
destination is the previous signal of the source. Unless the source employs a smart strategy, e.g., coding such as spacetime code (STC), or destination employs a smart receiving technique, e.g., buffering, this relayed signal interferes with the direct-link received signal at the same time instance [27]-[30]. In [31], the outage probability is derived for a basic threenode FD relay network with direct link over Rayleigh fading channels under distance-dependent path loss. Those results reveal that the FD relay network can achieve the full diversity order only when the self-interference is independent of transmit power and when there is no direct link. In all other cases, diversity gains are lost and an outage floor occurs. Since existing FD RS is limited to single source-destination pair, FD RS must be developed for multiple source-destination pairs communicating via intermediate relays. Availability of direct links and their interference are a special case of this problem. This typical scenario has general applications in future wireless systems, and the related FD RS has remained widely open to date. Therefore, given this state-of-the-art, we address this problem.

## C. Challenges and Contributions

With FD RS for multiple user pairs, we find the following two challenges:
i) When a given relay cannot be shared by more than one user and limited channel state information (CSI) is available, the first challenge is to develop an RS scheme which improves each individual user link as well as user fairness. User fairness refers to the potential equality of quality of service ( QoS ) parameters among different users. In our problem, maximizing the SINR of the worstcase link is a possible way to ensure fairness among the users. For example, randomly choosing a relay, the simplest RS scheme, does not need CSI but offers no performance gains. On the other hand, with full CSI availability, a naive RS strategy is to rank the best relays and assign them to the users one by one. This scheme clearly ensures QoS imbalances among users. Focusing on user fairness, [32]-[34], respectively, proposed and developed RS algorithms to find the set of paths that maximizes the minimum end-to-end SINR of all users for a full-CSI HD network and for a full-CSI FD network. A crucial step in in-band FD communications is the full-CSI estimation of time-varying self-interference channels at relays and direct channels at destinations. Thus, in practice, full-CSI may not be available at a central node (relay selector) to perform such RS.
ii) The second challenge is the myriad of analytical difficulties inherent in performance evaluation as all possible user SINRs via multiple relays (see (4)) are non-identical and also correlated random variables (rvs). In particular: i) For a given user pair, a common direct link exists with multiple relay links. Consequently, all possible end-to-end SINRs via all relays are correlated due to this common direct link, i.e., entries of each row of (4); and ii) For a given relay, a common self-interference channel exists for all users, and all possible end-to-end SINRs from all user
pairs via a given relay are correlated due to this common SI, i.e., entries of each column of (4). Since the analysis involves the order statistics of correlated rvs, this multiuser RS problem is radically different from traditional RS problems. This correlation among the rvs may also be another reason for the lack of analysis of multi-user FD networks thus far in the literature.
To address these challenges, this paper studies the RS problem for multiple source-destination pairs and multiple DF relays. In this respect, a recent paper [34] considered Gaussian SI channels and having no direct links among sourcedestination pairs. In contrast, in this paper, we consider the more general scenario that the SI channel may either be Gaussian noise or a random (fading) channel, and that direct links may exist between source-destination pairs. The key technical contributions are:

1) From practical point of view, we may reasonably assume that the relay selector does not have knowledge of instantaneous direct channels and SI channels, but has partial knowledge of them (statistics). Based on this realistic assumption, we propose a sub-optimal relay selection (SRS) scheme, which becomes equivalent to optimal relay selection (ORS) if there are no source-destination direct links and the SI channels are Gaussian.
2) We derive closed-form outage probability of FD SRS considering Rayleigh fading channels and for four different scenarios based on SI models and the availability of direct links. Asymptotic analysis is also provided to ascertain the diversity order and the outage floor.
3) The average throughput of FD SRS is also derived for comparison purposes. In particular, we compare it with the HD mode, and also with interfering non-orthogonal transmissions from source and relay nodes.
The rest of this paper is organized as follows. Section II discusses the system model and RS scheme. Section III derives the SRS performance analysis with exact and asymptotic outage probabilities, and the average throughput. Section V presents numerical results and discussions, followed by the conclusions in Section VI. The respective proofs are relegated to the Appendix.

## II. System Model

## A. Network Model and assumptions

This work considers a general multiple source-destination pairs dual-hop wireless relay network (Fig. 1), where the $K$ sources $S_{1}, \ldots, S_{K}$ (source-cluster) communicate with their corresponding destinations $D_{1}, \ldots, D_{K}$ (destination-cluster) via FD relays $R_{1}, \ldots, R_{N}$ (relay-cluster). Thus, we have $K$ user pairs, denoted as user $k, k \in\{1, \ldots, K\}$. Each source node and each destination node are single-antenna nodes. Each FD relay has one transmit antenna and one receive antenna. The power budget is fixed at $p$ for each source and relay. Different power levels can be considered for power allocation problems, e.g. [35]. We assume that each user is helped by one and only one relay, and each relay can


Fig. 1. A full-duplex multiple-user pairs network with multiple relays.
help at most one user. Thus, we need $N \geq K .{ }^{1}$ To avoid interference among users, the users are assigned orthogonal channels using frequency-division or time-division multiple access. It is also important to note that almost all FD RS papers in the literature omit the direct link by assuming that the direct channel is sufficiently weak to be ignored due to obstacles and/or deep fading, e.g., [10]-[14]. Unless we use an advanced signal processing technique at the destination, the direct link signal is interference to the FD relay signal. While this is a widely accepted assumption in the literature, in practice, we may still have an impact from weaker direct links in wireless environments due to multipath propagation. We thus consider a more general multiple-user and multiple-FD-relay network with and without direct links as shown in Fig. 1. To treat the direct link signal as a useful signal in FD RS, we need different signal processing techniques and joint resource allocations which moves this situation beyond the scope of this paper.

We assume independent small-scale multipath Rayleigh fading for all the links along with large-scale path-loss fading. Further, the distance between clusters is much larger than the distance between the nodes in the same cluster. Therefore, the channel gains and distances in a given hop are identical while the channel gains and distances of the two hops are not necessarily identical. The fading coefficient, channel variance and distance between $S_{k}$ and $R_{n}$ (the first hop) are $f_{k n}$, $\sigma_{f}^{2}$ and $l_{s r}$, respectively. Thus, all the $f_{k n}$ 's are independent and identically distributed (i.i.d.) zero-mean complex Gaussian

[^0]with $\mathcal{C N}\left(0, \sigma_{f}^{2}\right)$ for $n \in\{1, \ldots, N\}$ and $k \in\{1, \ldots, K\}$. Similarly, these parameters between $R_{n}$ and $D_{k}$ (the second hop) are $g_{k n}, \sigma_{g}^{2}$ and $l_{r d}$, respectively, i.e., $g_{k n} \sim \mathcal{C N}\left(0, \sigma_{g}^{2}\right)$. Further, those parameters of the direct link of user $k$ are $h_{k}, \sigma_{h}^{2}$ and $l_{s d}\left(\leq l_{s r}+l_{r d}\right)$, respectively, i.e., $h_{k} \sim \mathcal{C N}\left(0, \sigma_{h}^{2}\right)$. Since reception and transmission occur simultaneously, the $R_{n}$ relay receives a self-interference via its channel $e_{n}$. Moreover, $f_{k n}$, $g_{k n}, h_{k}$, and $e_{n}$ are independent but not necessary identical.

## B. Analytical Model

Without loss of generality, the user $k$ helped by $R_{n}$ is elaborated here. We denote the information symbols of the source $S_{k}$ and the relay $R_{n}$ as $x_{s_{k}}$ and $x_{r_{n}}$, respectively, with unit average energy $\left(\mathbb{E}\left[\left|x_{s_{k}}\right|^{2}\right]=1\right.$ where $\mathbb{E}[\cdot]$ is the expectation). At time $t$, the received signal at $R_{n}$ is $y_{r, n}[t]=$ $\sqrt{\frac{p}{l_{s r}^{\prime \prime}}} f_{k n} x_{s_{k}}[t]+i_{n}[t]+n_{r, n}[t], n=1, \ldots, N$, where $\eta$ is the path loss exponent, $n_{r, n}[t]$ is the additive white Gaussian noise (AWGN) at $R_{n}$ with zero-mean and $\sigma_{r}^{2}$ variance, and $i_{n}[t]$ is the self-interference term.

Residual self-interference (RSI) models: If no interference cancellation is performed at $R_{n}$, we may write $i_{n}[t]=$ $\sqrt{p} e_{n} x_{r_{n}}[t]$ and $x_{r_{n}}[t]=\hat{x}_{s_{k}}[t-1]$. Here, the symbol $\hat{x}_{s_{k}}[t-1]$ represents the decoded and forwarded information symbol at the relay $R_{n}$ which was transmitted by $S_{k}$ in the previous time-slot at time $(t-1)$. Then the signal $i_{n}[t]$ can dominate $y_{r, n}[t]$ and can cause significant performance degradation [36]. To avoid this, each relay node applies some self-interference cancellation, which results in RSI denoted as $\tilde{i}_{n}[t]$.

To avoid excessive interference, each relay node applies some self-interference cancellation, which results in RSI denoted as $\tilde{i}_{n}[t]$ [37], [38]. The antenna isolation techniques such as implementing a solid physical barrier between transmit and receive antennas, utilizing directional antennas and exploiting antenna polarization greatly mitigate the transmit power leakage especially via the line-of-sight (LoS) path. However, there still exists RSI which is received due to the non-LoS multi-path propagation. Among different options, the following two RSI models which are often used in the literature are adopted in this paper:

1) RSI Model I: $\tilde{i}_{n}[t]$ is a block-fading complex Gaussian $\mathcal{C N}\left(0, \sigma_{i}^{2}\right)$ variable, and the amplitude of RSI is thus Rayleigh distributed. This model is valid when the transmit signal from a relay returns to its receive antenna via different multi-paths, and is used in [10]-[12] and many more papers.
2) RSI Model II: $\tilde{i}_{n}[t]$ is i.i.d. with zero-mean, $\sigma_{i}^{2}$ variance, additive and Gaussian, which has similar effect as AWGN [2]. Based on the central limit theorem, the Gaussian assumption holds in practice due to the various sources of imperfections in the interference cancellation process. This model is extensively used in the literature, e.g., [2], [13], [16].
For performance analysis over block fading channels, the RSI term is treated as a random variable only under Model I. Further, the variance of the RSI depends on relay transmit power and the SI cancellation technique. Since all relays have the same transmit power $P$ and the similar SI cancellation
technique is implemented at each FD radio, it is reasonable to assume that RSI samples of all relays are i.i.d. By including the impacts of several stages of cancellation into the RSI variance, in general, it is modeled as $\sigma_{i}^{2}=\omega p^{\nu}$ where the two constants, $\omega>0$ and $\nu \in[0,1]$, depend on the SI cancellation scheme used at the relay [2]. One can thus investigate the effect of RSI based on three cases: i) $\nu=0$; ii) $\nu=1$; and iii) $0<\nu<1$. In terms of performance, the cases $\nu=0$ and $\nu=1$ represent the best-case scenario and the worstcase scenario, respectively. Since the performance of the case $0<\nu<1$ is in-between those two cases [34], in this paper, we only consider $\nu=0$ and $\nu=1$.

We also define $\alpha_{k n}=\left|f_{k n}\right|^{2} ; \quad \beta_{k n}=\left|g_{k n}\right|^{2} ; \quad \delta_{k}=$ $\left|h_{k}\right|^{2} ;$ and $\epsilon_{n}=\left|\tilde{i}_{n}\right|^{2}$. Then, we write channel gains in the first-hop, second-hop, direct and self-interference links, respectively, as $\mathbf{H}_{\mathbf{1}}=\left(\alpha_{k n}\right) \in \mathbb{R}^{K \times N} ; \mathbf{H}_{\mathbf{2}}=\left(\beta_{k n}\right) \in$ $\mathbb{R}^{K \times N} ; \mathbf{D}=\left(\delta_{k}\right) \in \mathbb{R}^{K \times 1} ;$ and $\mathbf{I}=\left(\epsilon_{n}\right) \in \mathbb{R}^{N \times 1}$. With the DF relay $R_{n}$, the received signal at $D_{k}$ is $y_{d, k}[t]=$ $\sqrt{\frac{p}{l_{r d}^{n}}} g_{k n} x_{r_{n}}[t]+\sqrt{\frac{p}{l_{s d}^{\prime \prime}}} h_{k} x_{s_{k}}[t]+n_{d, k}[t], \forall k$, where $n_{d, k}[t]$ is the AWGN at $D_{k}$ with zero-mean and $\sigma_{d}^{2}$ variance. Since $D_{k}$ interests on the relay signal $x_{r_{n}}[t]$, the direct link signal $x_{s_{k}}[t]$ is an interference. Thus, the receive SINRs at relay $R_{n}$ (the first hop) and the destination $D_{k}$ (the second hop) can be given, respectively, as

$$
\begin{align*}
& \gamma_{k n, 1}= \begin{cases}\frac{a \alpha_{k n}}{1+c \epsilon_{n}}=\frac{x_{k n}}{1+u_{n}} ; & \text { Model-I; } \\
\frac{a \alpha_{k n}}{1+c \sigma_{i}^{2}}=\frac{x_{k n}}{1+c \sigma_{i}^{2}} ; & \text { Model-II, }\end{cases} \\
& \gamma_{k n, 2}= \begin{cases}\frac{b \beta_{k n}}{1+d \delta_{k}}=\frac{y_{k n}}{1+v_{k}} ; & \text { with direct link; } \\
b \beta_{k n}=y_{k n} ; & \text { without direct link, }\end{cases} \tag{1}
\end{align*}
$$

respectively, where $a=\frac{p}{l_{s r}^{\eta} \sigma_{r}^{2}} ; \quad b=\frac{p}{l_{r d}^{\eta} \sigma_{d}^{2}} ; c=\frac{1}{\sigma_{r}^{2}} ; \quad d=$ $\frac{p}{l_{s d}^{n} \sigma_{d}^{2}} ; x_{k n}=a \alpha_{k n} ; y_{k n}=b \beta_{k n} ; u_{n}=c \epsilon_{n} ;$ and $v_{k}=d \delta_{k}$. Thus, random variable $Z \in\left\{x_{k n}, y_{k n}, u_{k}, v_{n}\right\}$, is Exponential probability density function (p.d.f.) and cumulative distribution function (c.d.f.) given by

$$
\begin{equation*}
f_{Z}(z)=\lambda e^{-\lambda z} \text { and } F_{Z}(z)=1-e^{-\lambda z} \tag{2}
\end{equation*}
$$

Here, the parameter $\lambda$ for $Z \in\left\{x_{k n}, y_{k n}, u_{n}, v_{k}\right\}$ denoted by $\lambda \in\left\{\lambda_{x}, \lambda_{y}, \lambda_{u}, \lambda_{v}\right\}$, respectively, takes the value $\lambda_{x}=$ $\frac{1}{a \sigma_{f}^{2}} ; \quad \lambda_{y}=\frac{1}{b \sigma_{g}^{2}} ; \quad \lambda_{u}=\frac{1}{c \sigma_{i}^{2}} ; \quad$ and $\lambda_{v}=\frac{1}{d \sigma_{h}^{2}}$.

The effective end-to-end receive SINR of user $k$ helped by the DF relay $R_{n}$ is given $\mathrm{by}^{2}$

$$
\begin{equation*}
\gamma_{k n}=\min \left(\gamma_{k n, 1}, \gamma_{k n, 2}\right) \tag{3}
\end{equation*}
$$

Thus, all possible user SINRs connected via any relay can be given in matrix form as

$$
\begin{equation*}
\boldsymbol{\Gamma}=\left(\gamma_{k n}\right) \in \mathbb{R}^{K \times N} \tag{4}
\end{equation*}
$$

[^1]
## C. Max-Min Fairness Relay Selection (RS) Scheme

From Fig. 1, it is seen that each user has $N$ possible paths (relays). Since a relay cannot be shared between more than one user, for a given relay assigned to one user, there are $(N-1)$ possible relays for any next user. Likewise, there are $(N-K+1)$ possible paths for the final user. We can thus consider several possible RS schemes. But we know that random RS has no performance improvement and naive RS causes significant performance degradation for the final user compared to the other users. Thus, we need an RS scheme, which guarantees the individual performance as well as user fairness, capable of choosing the set of paths that maximizes the minimum end-to-end SINR of all users. Such an algorithm is proposed for an HD relay network in [39]. Further developed algorithm in [32] maximizes the minimum receive SINR of all users, and guarantees an unique solution. The algorithm can be performed on entries of the matrix $\Gamma$.

- Optimal RS (ORS) with global CSI: If a central node (which may also be one of the nodes in given network) has global channel knowledge, i.e., $f_{k n}, g_{k n}, h_{k}$ and $\tilde{i}_{n} \forall k, n$, to calculate $\boldsymbol{\Gamma}$, the RS matrix for the ORS scheme $\Gamma_{o}$, i.e., max-min optimal, can be defined as

$$
\begin{equation*}
\boldsymbol{\Gamma}_{o}=\boldsymbol{\Gamma}=\left(\gamma_{o, k n}\right) \in \mathbb{R}^{K \times N} \text { where } \gamma_{o, k n}=\gamma_{k n} \tag{5}
\end{equation*}
$$

- Sub-optimal RS (SRS) with some local CSI: A crucial step in in-band FD communications is the estimation of time-varying self-interference channels, for which we need periodic estimation and reporting. Similarly the destination may not have any knowledge of the source transmission. Thus, from the practical point of view, we may reasonably assume that the relay selector: i) has instantaneous knowledge of $f_{k n}$ and $g_{k n} \forall k, n$; and ii) does not have instantaneous knowledge of $h_{k}$ and $\tilde{i}_{n} \forall k, n$, but has their partial knowledge, i.e., with known statistic $\sigma_{h}^{2}$ and $\sigma_{i}^{2}$. Based on these assumptions and known distances, the RS matrix for the SRS scheme $\boldsymbol{\Gamma}_{s}$ is defined as

$$
\begin{equation*}
\boldsymbol{\Gamma}_{s} \triangleq\left(\gamma_{s, k n}\right) \in \mathbb{R}^{K \times N} \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
\gamma_{s, k n} & =\min \left(\kappa \alpha_{k n}, \mu \beta_{k n}\right) ; \quad \kappa=\frac{a}{1+c \sigma_{i}^{2}} \\
\mu & = \begin{cases}\frac{b}{1+d \sigma_{h}^{2}} ; & \text { with direct link } \\
b ; & \text { no direct link } .\end{cases}
\end{aligned}
$$

Upon calculating the RS matrices $\boldsymbol{\Gamma}_{o}$ and $\boldsymbol{\Gamma}_{s}$, the RS can be developed by extending the proposed algorithm in [39] and further extended algorithm in [32] as following two steps:

- Step I: For $\boldsymbol{\Gamma}_{o}$ for $\boldsymbol{\Gamma}_{s}$, we apply Main algorithm in [39, Fig. 5] to maximize the minimum SINR across the users. Denoted by $u$ (and $R_{u}$ ), the user (and associated relay) achieving the optimum.
- Step II: Since Step I may not maximize other users' SINRs, in this step, the $u$-th row and corresponding $R_{u}$ 's column are deleted from $\boldsymbol{\Gamma}_{o}$ or $\boldsymbol{\Gamma}_{s}$, denoted as $\boldsymbol{\Gamma}_{o, u}$ or $\boldsymbol{\Gamma}_{s, u}$, respectively, and then Main
algorithm in [39, Fig. 5] is performed on $\boldsymbol{\Gamma}_{o, u}$ or $\boldsymbol{\Gamma}_{s, u}$. This is iterated until all users are associated to a relay.
These two steps guarantee the uniqueness of the solution. This algorithm first optimizes the worst user's SINR, then the second worst user and so on, see [32], [39] for details. Since information transmissions of all $K$ users take place after the joint RS within the same coherence time $T_{c}$, the user order for information transmission does not matter. This multi-user RS scheme jointly selects a set of relays for all $K$ users in $T_{c}$, and thus each user has an opportunity to communicate with its destination in every $T_{c}$. However, if we implement a singleuser RS scheme in a multi-user network with round robin scheduling, we need at least $K T_{c}$ time period to complete one transmission for each user. Therefore, our joint RS scheme is extremely important for user-fairness and ultra-reliable lowlatency applications in future wireless networks.

Example 1: Let random channel matrices of a three-user four-relay network be

$$
\begin{aligned}
& \mathbf{H}_{\mathbf{1}}=\left[\begin{array}{llll}
0.74 & 0.06 & 1.12 & 0.89 \\
3.08 & 1.65 & 2.64 & 1.14 \\
1.78 & 0.08 & 1.04 & 3.06
\end{array}\right] ; \quad \mathbf{D}=\left[\begin{array}{l}
0.12 \\
0.29 \\
2.28
\end{array}\right] ; \\
& \mathbf{H}_{\mathbf{2}}=\left[\begin{array}{llll}
0.47 & 2.82 & 0.57 & 0.29 \\
1.97 & 1.93 & 5.71 & 0.54 \\
3.52 & 1.83 & 2.00 & 1.40
\end{array}\right] ; \mathbf{I}=\left[\begin{array}{l}
4.55 \\
2.05 \\
0.82 \\
0.98
\end{array}\right] .
\end{aligned}
$$

For normalized power and path-loss; and variances $\sigma_{r}^{2}=$ $\sigma_{d}^{2}=0.1, \sigma_{i}^{2}=1.5$ and $\sigma_{h}^{2}=1.2$; the corresponding SINR matrix $\Gamma$, the ORS matrix $\Gamma_{o}$ and the $\operatorname{SRS}$ matrix $\Gamma_{s}$ can be calculated as

$$
\begin{aligned}
\boldsymbol{\Gamma}=\boldsymbol{\Gamma}_{o} & =\left[\begin{array}{llll}
0.16 & 0.03 & 1.21 & \mathbf{0 . 8 2} \\
0.66 & \mathbf{0 . 7 7} & 2.86 & 1.06 \\
0.38 & 0.04 & \mathbf{0 . 8 4} & 0.59
\end{array}\right] ; \\
\boldsymbol{\Gamma}_{s} & =\left[\begin{array}{llll}
0.36 & 0.04 & \mathbf{0 . 4 4} & 0.22 \\
(0.66) \\
\mathbf{1 . 5 2} & 1.03 & 1.65 & 0.41 \\
1.11 & 0.05 & 0.65 & \mathbf{1 . 0 8}
\end{array}\right] .
\end{aligned}
$$

i) For the ORS, we first sort all entries in $\Gamma_{o}$ in descending order and fill a temporary matrix $\Gamma_{o}^{(1)}$ starting from the largest until each row and at least $K=3$ columns have entries. The last entry is assigned for the corresponding user (user 2 for $R_{2}$ ), and remove the row and the column. This is repeated until the other two users have a relay assigned by generating $\boldsymbol{\Gamma}_{o}^{(2)}$ and $\boldsymbol{\Gamma}_{o}^{(3)}$.

$$
\begin{aligned}
\boldsymbol{\Gamma}_{o}^{(1)} & =\left[\begin{array}{cccc}
- & - & 1.21 & 0.82 \\
- & \mathbf{0 . 7 7} & 2.86 & 1.06 \\
- & - & 0.84 & -
\end{array}\right] \\
\boldsymbol{\Gamma}_{o}^{(2)} & =\left[\begin{array}{cccc}
- & \times & 1.21 & \mathbf{0 . 8 2} \\
\times & \times & \times & \times \\
- & \times & 0.84 & -
\end{array}\right] \\
\boldsymbol{\Gamma}_{o}^{(3)} & =\left[\begin{array}{cccc}
\times & \times & \times & \times \\
\times & \times & \times & \times \\
- & \times & \mathbf{0 . 8 4} & \times
\end{array}\right] .
\end{aligned}
$$

This results in $S_{1}-R_{4}-D_{1}, S_{2}-R_{2}-D_{2}$ and $S_{3}-R_{3}-D_{3}$ with effective SINRs $0.82,0.77$ and 0.84 , respectively, where the minimum SINR is 0.77 .
ii) We repeat for the SRS with $\Gamma_{s}$, which results in $S_{1}-$ $R_{3}-D_{1}, S_{2}-R_{1}-D_{2}$ and $S_{3}-R_{4}-D_{3}$ with effective SINRs $1.21,0.66$ and 0.59 , respectively. Thus, the minimum SINR is 0.59 . The corresponding SINR of SRS are given on top of the bolded elements.
iii) For the naive scheme, we first select the largest entry of the first row which is assigned for the corresponding user, i.e., user 1 for $R_{3}$, and remove the row and the column. This is repeated for the other two users. The selection is $S_{1}-R_{3}-D_{1}$, $S_{2}-R_{4}-D_{2}$ and $S_{3}-R_{1}-D_{3}$ with effective SINRs 1.21, 1.06 and 0.38 , respectively, where the minimum SINR is 0.38 ;
iv) The random RS (no unique selection) may give $S_{1}-$ $R_{1}-D_{1}, S_{2}-R_{2}-D_{2}$ and $S_{3}-R_{3}-D_{3}$ with effective SINRs $0.16,0.77$ and 0.84 , respectively, where the minimum SINR is 0.16 .

This specific example shows the benefit of ORS and SRS in term of user fairness.

## III. Performance of Max-Min Fairness SRS Scheme

## A. Outage Probability

The SRS matrix $\Gamma_{\mathrm{s}}$ is generated as in (6). We now sort $\gamma_{s, k n}$ 's which are elements of $\boldsymbol{\Gamma}_{\mathbf{s}}$ in descending order, and map with their corresponding SINRs rates of $\Gamma$ in (4) as follows:

where $\gamma_{s}^{(j)}$ is the $j$ th largest entry of $\boldsymbol{\Gamma}_{\mathbf{s}}$, and $\gamma^{(j)}$ is the corresponding SINR entry in $\Gamma$ which is not necessarily the $j$ th largest element of $\Gamma$. According to the RS algorithm, any selected entry of the RS matrix, i.e., in our SRS scheme $\gamma_{s}^{(j)}$ of $\boldsymbol{\Gamma}_{\mathbf{s}}$, satisfies the property $1 \leq j \leq(K-1) N+1$. Because, in worse case, the minimum SINR among users is $\gamma^{((N-1) K+1)}$ which occurs when all $\gamma^{((N-1) K+1)} \geq \cdots \geq$ $\gamma^{(N K)}$ are in a same row if $K>N$; or are either in same row or column if $K=N$. Thus, the user $k$ SINR, $\gamma_{k}$, can be $\gamma_{k} \in\left\{\gamma^{(1)}, \ldots, \gamma^{((K-1) N+1)}\right\}$.

Let $N_{k}$ be the random index of the relay selected for the user $k$. Then, the outage probability of user $k$ can be given as $P_{k}=\operatorname{Pr}\left[\gamma_{k} \leq \gamma_{t h}\right]$ where $\gamma_{t h}$ is the SINR threshold. Thus, we have

$$
\begin{aligned}
P_{k}\left(\gamma_{t h}\right) & \stackrel{(a)}{=} \sum_{j=1}^{(K-1) N+1} \operatorname{Pr}\left[\gamma^{\left(N_{k}\right)} \leq \gamma_{t h}, N_{k}=j\right] \\
& \stackrel{(b)}{=} \sum_{j=1}^{(K-1) N+1} \underbrace{\operatorname{Pr}\left[N_{k}=j\right]}_{\triangleq_{\mathrm{P}_{(j)}}} \operatorname{Pr}\left[\gamma^{\left(N_{k}\right)} \leq \gamma_{t h} \mid N_{k}=j\right] \\
& \stackrel{(c)}{=} \sum_{j=1}^{(K-1) N+1} \operatorname{P}_{(j)} \underbrace{l}_{\triangleq_{\gamma_{\gamma_{m}^{(j)}}\left(\gamma_{t h}\right)}^{\operatorname{Pr}\left[\gamma^{(j)} \leq \gamma_{t h}\right]}}
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{(d)}{=} \sum_{j=1}^{(K-1) N+1} \mathrm{P}_{(j)} F_{\gamma_{\mathrm{m}}^{(j)}}\left(\gamma_{t h}\right) \tag{8}
\end{equation*}
$$

where (a) follows as $\gamma_{k} \in\left\{\gamma^{(1)}, \ldots, \gamma^{((K-1) N+1)}\right\}$; (b) follows from the definition of conditional probability; (c) is because $N_{k}$ is independent of the values $\left(\gamma^{(j)}\right)_{j=1}^{N K}\left(N_{k}\right.$ only depends on their positions within the matrix $\boldsymbol{\Gamma}_{\mathbf{s}}$ ); and (d) follows as each $\gamma^{(j)}$ corresponds to a user pair and a selected relay, and thus, without loss of generality, we write $\gamma_{\mathrm{m}}^{(j)}$ to denote the value $\min \left(\gamma_{k n, 1}^{(j)}, \gamma_{n k, 2}^{(j)}\right)$ corresponding to $\gamma^{(j)}$ as per (3).

Theorem 1: For a FD network with $K$ users and $N$ relays, the outage probability of each user with SRS scheme given in (6) can be given as

$$
\begin{align*}
P_{o}=1- & \sum_{j=1}^{(K-1) N+1}
\end{align*} \sum_{q=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{\kappa \sigma_{f}^{2} \mu \sigma_{g}^{2}(j-1)!(K N-j)!}
$$

where the function $\mathcal{J}\left(\kappa, \mu, a, b, \sigma_{f}, \sigma_{g}, \lambda_{u}, \lambda_{v}, z\right)$, denoted as $\mathcal{J}$ for the sake of brevity, which depends the RSI model and the availability of the direct link can be given for four cases as follows. Proof is in Appendix A.

Case I: RSI Model I with Direct Link

$$
\mathcal{J}=\left\{\begin{array}{l}
\hat{\mathcal{I}}_{1}\left(\frac{\kappa z}{a}, \frac{\mu z}{b}, \lambda_{c}(j+q), \lambda_{u}, \lambda_{v}, \frac{1}{\mu \sigma_{g}^{2}}\right)  \tag{10}\\
+\hat{\mathcal{I}}_{2}\left(\frac{\mu z}{b}, \frac{\kappa z}{a}, \lambda_{c}(j+q), \lambda_{v}, \lambda_{u}, \frac{1}{\kappa \sigma_{f}^{2}}\right), \frac{\kappa}{a} \geq \frac{\mu}{b} \\
\hat{\mathcal{I}}_{2}\left(\frac{\kappa z}{a}, \frac{\mu z}{b}, \lambda_{c}(j+q), \lambda_{u}, \lambda_{v}, \frac{1}{\mu \sigma_{g}^{2}}\right) \\
+\hat{\mathcal{I}}_{1}\left(\frac{\mu z}{b}, \frac{\kappa z}{a}, \lambda_{c}(j+q), \lambda_{v}, \lambda_{u}, \frac{1}{\kappa \sigma_{f}^{2}}\right), \frac{\kappa}{a}<\frac{\mu}{b}
\end{array}\right.
$$

where $\quad \lambda_{c}=\left(\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}\right) ; \quad \hat{\mathcal{I}}_{1}(\theta, \phi, \nu, \tau, \varphi, \rho) \quad$ and $\hat{\mathcal{I}}_{2}(\theta, \phi, \nu, \tau, \varphi, \rho)$ are

$$
\begin{aligned}
\hat{\mathcal{I}}_{1}= & \left(\frac{\tau e^{-\theta \nu}}{\nu \rho(\theta \nu+\tau)}-\frac{\tau(\phi \nu+\varphi)^{-1} e^{-\theta \nu} \phi^{3} e^{-\frac{\varphi(\theta-\phi)}{\phi}}}{(\phi \rho+\varphi)(\theta(\phi \nu+\varphi)+\phi \tau)}\right) \\
\hat{\mathcal{I}}_{2}= & \frac{\varphi\left(\frac{\theta e^{\tau-\frac{\phi(\theta \nu+\tau)}{\theta}}}{\theta(\nu-\rho)+\tau}+\frac{\tau e^{-\theta \nu+\theta \rho-\phi \rho}}{(\nu-\rho)(\theta(\nu-\rho)+\tau)}-\frac{e^{-\phi \nu}}{\nu-\rho}\right)}{\rho(\phi \rho+\varphi)} \\
& +e^{-\phi \nu}\left(\frac{1}{\nu \rho}-\frac{\phi^{2}}{(\phi \nu+\varphi)(\phi \rho+\varphi)}\right) \\
& -e^{-\phi \nu}\left(\frac{\theta \varphi e^{-\frac{\tau(\phi-\theta)}{\theta}}(\theta(\phi(\nu+\rho)+\varphi)+\phi \tau)}{\rho(\theta \nu+\tau)(\phi \rho+\varphi)(\theta(\phi \nu+\varphi)+\phi \tau)}\right)
\end{aligned}
$$

Case II: RSI Model II with Direct Link

$$
\begin{equation*}
\mathcal{J}=\mathcal{I}\left(\frac{\mu z}{b}, z, \lambda_{c}(j+q), \lambda_{v}, \frac{1}{\mu \sigma_{g}^{2}}, \frac{1}{\kappa \sigma_{f}^{2}}\right) \tag{11}
\end{equation*}
$$

where $\mathcal{I}(\theta, z, \nu, \tau, \rho, \sigma)$ is

$$
\mathcal{I}=\frac{e^{-\nu z}}{\nu}\left(\frac{1}{\sigma-\nu}+\frac{1}{\rho}\right)+\frac{\tau e^{-\theta \nu+\theta \sigma-\sigma z}}{\sigma(\nu-\sigma)(\theta(\nu-\sigma)+\tau)}
$$

$$
+\frac{\theta e^{\tau-z\left(\frac{\tau}{\theta}+\nu\right)}}{\sigma(\theta \nu-\theta \sigma+\tau)}-\frac{\theta^{2} e^{\tau-z\left(\frac{\tau}{\theta}+\nu\right)}}{(\theta \nu+\tau)(\theta \rho+\tau)}-\frac{\theta e^{\tau-\frac{\tau z}{\theta}+\nu(-z)}}{\sigma(\theta \nu+\tau)}
$$

Case III: RSI Model I without Direct Link

$$
\begin{equation*}
\mathcal{J}=\kappa \sigma_{f}^{2} \mu \sigma_{g}^{2} \mathcal{I}\left(\frac{\kappa z}{a}, z, \lambda_{c}(j+q), \lambda_{u}, \frac{1}{\kappa \sigma_{f}^{2}}, \frac{1}{\mu \sigma_{g}^{2}}\right) \tag{12}
\end{equation*}
$$

where $\mathcal{I}(\theta, z, \nu, \tau, \varphi, \rho)$ is

$$
\begin{aligned}
& \mathcal{I}=\frac{\theta^{3} \rho(\rho+\varphi-\nu) e^{\tau-\frac{z(\theta \nu+\tau)}{\theta}}}{(\theta \nu+\tau)(\theta \varphi+\tau)(\theta(\nu-\rho)+\tau)} \\
& +\frac{\tau e^{-\theta \nu+\theta \rho-\rho z}}{(\nu-\rho)(\theta(\nu-\rho)+\tau)}+\frac{\rho e^{-\nu z}\left(\frac{1}{\rho-\nu}+\frac{1}{\varphi}\right)}{\nu}
\end{aligned}
$$

Case IV: RSI Model II without Direct Link

$$
\begin{equation*}
\mathcal{J}=\frac{\kappa \sigma_{f}^{2} \mu \sigma_{g}^{2}}{(j+q)} e^{-(j+q)\left(\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}\right) z} \tag{13}
\end{equation*}
$$

## B. Asymptotic Analysis for High Transmit Power

Since the interference levels due to the RSI and/or direct links may also be functions of transmit power $p$, it is important to analyze the impact of interference at high transmit power region $(p \rightarrow \infty)$. When transmit power increases, outage probability decreases in non-interference scenarios. However, this trend may not hold with interference. According to the system model, we can investigate two cases for the variance of RSI as $\sigma_{i}^{2}=\omega p^{\nu}$ when $\nu=0$ and $\nu=1$. We assume normalized distances $\left(l_{s r}=l_{r d}=1\right)$ and channel variances $\left(\sigma_{f}^{2}=\sigma_{g}^{2}=\sigma_{h}^{2}=1\right)$; and the same noise variances at the relay and destination $\left(\sigma_{r}^{2}=\sigma_{d}^{2}=\sigma^{2}\right)$, which are common assumptions for asymptotic analysis. In addition, we define that $r=l_{s r} / l_{s d}$ and find

$$
\begin{align*}
& a=b=\frac{p}{\sigma^{2}} ; \quad c=\frac{1}{\sigma^{2}} ; \quad d=r \frac{p}{\sigma^{2}} ; \\
& \kappa=\frac{p / \sigma^{2}}{1+\sigma_{i}^{2} / \sigma^{2}} ; \quad \text { and } \mu=\frac{p / \sigma^{2}}{1+r p / \sigma^{2}} . \tag{14}
\end{align*}
$$

The asymptotic analysis helps to find the diversity order, $d$, the decreasing rate of outage probability with the increase in the transmit power $p$ as $p \rightarrow \infty$. It is conventionally defined as $d={ }^{\prime} \lim _{p \rightarrow \infty} \frac{\log P_{o}}{\log p}$. Further, the array gain can be calculated as $\Omega=\lim _{p \rightarrow \infty}\left(P^{d} P_{o}\right)^{-1}$. If the diversity order is zero, i.e., $d=0$, we have an outage floor.

Theorem 2: For a FD relay network with $K$ users and $N$ relays:

1) Each user has the diversity order of $N$ when there is no direct links and the variance of RSI is independent of transmit power. The outage probability of each user in (6) can thus be approximated at high transmit power region as

$$
\begin{equation*}
P_{o}=\frac{1}{\Omega p^{N}}+o\left(\frac{1}{p^{N+1}}\right) \tag{15}
\end{equation*}
$$

where $1 / \Omega$ is given at the top of next page.
2) Each user has an outage floor at high transmit power region when there is direct links and/or the variance
of RSI is dependent on transmit power. The outage probability of each user in (6) can thus be approximated at high transmit power region as

$$
\begin{align*}
P_{o}=1- & \sum_{j=1}^{(K-1) N+1} \sum_{q=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{q}}{(j-1)!(K N-j)!} \\
& \binom{K N-j}{q} \mathcal{K}\left(\omega, r, \gamma_{t h}\right)+o\left(\frac{1}{p}\right) \tag{16}
\end{align*}
$$

where $\mathcal{K}\left(\omega, r, \gamma_{t h}\right)$ is given at the top of next page.
For Case I, we only consider scenario $\frac{\kappa}{a} \geq \frac{\mu}{b}$, as scenario $\frac{\kappa}{a}<\frac{\mu}{b}$ happens very rarely.
Proof: See Appendix B.

## C. Average Throughput

The average throughput, an important wireless network performance measure, is expressed as $\tau=\log _{2}(1+$ SINR $)$ bits per channel-use [bpcu]. Throughput analysis is particularly important when we consider the same wireless network (Fig. 1) for different transmission protocols which have distinct channel-use utilizations, e.g., HD vs FD radios and orthogonal vs non-orthogonal transmissions. Since the active nodes in each hop are assigned orthogonal channels in each coherence time, the instantaneous throughput of user $k$ becomes $\tau_{k}=$ $\frac{1}{K} \log _{2}\left(1+\gamma_{k}\right)$ [bpcu], where $\gamma_{k}$ is the user $k$ SINR following the RS. The average throughput can then be written as

$$
\begin{equation*}
\bar{\tau}_{k}=\frac{\int_{0}^{\infty} \log _{2}(1+x) f_{\gamma_{k}}(x) d x}{K}=\frac{\int_{0}^{\infty} \frac{\bar{F}_{\gamma_{k}}(x)}{1+x} d x}{K \ln (2)} \tag{17}
\end{equation*}
$$

where $f_{\gamma_{k}}(x)$ is the p.d.f. of $\gamma_{k}$. By employing integration by parts, $\bar{\tau}_{k}$ can be derived in terms of $\bar{F}_{\gamma_{k}}(x)$ - the complementary cumulative distribution function (c.c.d.f.) of $\gamma_{k}$. Here the c.c.d.f. may be written as $\bar{F}_{\gamma_{k}}(x)=1-\left.P_{o}\left(\gamma_{t h}\right)\right|_{\gamma_{t h}=x}$. Due to the space limitation, we provide analytical expressions only for the RSI Model II, i.e., Case II and Case IV only. The RSI Model I, i.e., Case I and Case III can also be analyzed similarly.

For Case IV - RSI Model II without Direct Link: we have

$$
\begin{align*}
\bar{\tau}_{k}=\frac{(K N)!}{K \ln (2)} \sum_{j=1}^{(K-1) N+1} & \sum_{q=0}^{K N-j} \frac{\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{e^{-(j+q)\left(\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}\right)}} \\
& \times \frac{\operatorname{Ei}\left(-(j+q)\left(\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}\right)\right)}{(j-1)!(K N-j)!(j+q)} \tag{18}
\end{align*}
$$

where this follows by substituting (9) and (13) into (17) with $\int_{0}^{\infty} \frac{e^{-a x}}{x+1}=-e^{a} \operatorname{Ei}(-a)$ for $a>0$ [40, eq. 3.352.4]. Here, $\operatorname{Ei}(\cdot)$ denotes the Exponential integral.
For Case II - RSI Model II with Direct Link: We have

$$
\begin{aligned}
\bar{\tau}_{k} & \frac{(K N)!}{K \ln (2)\left(\kappa \sigma_{f}^{2}\right)\left(\mu \sigma_{g}^{2}\right)} \sum_{j=1}^{(K-1) N+1} \sum_{q=0}^{K N-j} \frac{\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{(j-1)!(K N-j)!} \\
& \times\left[\frac{e^{\nu} \operatorname{Ei}(-\nu)\left(\frac{1}{\nu-\sigma}-\frac{1}{\rho}\right)}{\nu}+\frac{b \tau \mathcal{F}_{1}\left(\frac{b \sigma+\mu(\nu-\sigma)}{b}, \frac{b \tau}{\mu(\nu-\sigma)}\right)}{\mu \sigma(\nu-\sigma)(\nu-\sigma)}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{\Omega}= \begin{cases}\frac{(K N)!(z(2 s+\omega))^{N} \mathrm{P}_{((K-1) N+1)}}{N!(N-1)!(N(K-1))!} \sum_{q=0}^{N-1}\binom{N-1}{q} \frac{(N(K-1)+q+1)^{N-1}}{(-1)^{N+q+1}}, & \text { Case IV, } \sigma_{i}^{2}=\omega \\
\frac{(K N)!\mathrm{P}_{((K-1) N+1)}}{N!(N-1)!(N(K-1))!} \sum_{q=0}^{N-1}\binom{N-1}{q}(-1)^{q+1} \mathcal{M}\left(s, \omega, \gamma_{t h}\right), & \text { Case III, } \sigma_{i}^{2}=\omega ;\end{cases} \\
& \mathcal{M}(s, \omega, z)=\frac{(s+\omega)^{2}\left(\left.\frac{\partial^{N}}{\partial y^{N}} \frac{e^{-\frac{s y z((2 s+\omega)(N(K-1)+q+1)+\omega)}{s+\omega}}}{s(s(2 N(K(s(2 N(K-1)+2 q+1)+\omega(N(K-1)+q+1))+s+\omega}\right|_{y=0}\right)}{s(K-1)+2 q+1)+\omega(N(K-1)+q+1))} \\
& +\frac{(N(K-1)+q)\left(\left.\frac{\partial^{N}}{\partial y^{N}} e^{y z(2 s+\omega)(-(N(K-1)+q+1))}\right|_{y=0}\right)}{(N(K-1)+q+1)(s(2 N(K-1)+2 q+1)+\omega(N(K-1)+q+1))} \\
& -\frac{\left(\left.\frac{\partial^{N}}{\partial y^{N}} \frac{\left.y^{3}(y \omega z(2 s+\omega)(N(K-1)+q+1)+s+\omega)^{-1} e^{y z(2} s+\omega\right)(-(N(K-1)+q+1))}{(y \omega z+1)(y \omega z(s(2 N(K-1)+2 q+1)+\omega(N(K-1)+q+1))+s+\omega)}\right|_{y=0}\right)}{\left(\omega^{3} z^{3}(2 s+\omega)(N(K-1)+q)\right)^{-1} e} \\
& \begin{cases}\frac{1}{r z(j+q)^{2}+j+q}, & \text { Case I and } \sigma_{i}^{2}=\omega \\
\frac{z\left(r^{2} z(j+q)+r(j+q+2 \omega z+2)+\omega(\omega z(j+q)+j+q+2)\right)+2}{(j+q)(r z+1)(\omega z+1)(z(j+q)(r+\omega)+1)(z(j+q)(r+\omega)+2)}, & \text { Case I and } \sigma_{i}^{2}=\omega p \\
\frac{1}{r z(j+q)^{2}+j+q}, & \text { Case II and } \sigma_{i}^{2}=\omega\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Case IV and } \sigma_{i}^{2}=\omega p
\end{aligned}
$$

$$
\begin{align*}
& +e^{\tau-\frac{b \tau}{\mu}}\left[\frac{e^{\nu} \operatorname{Ei}(-\nu)}{\nu \rho}-\frac{\mathcal{F}_{2}\left(\nu, \frac{b \sigma \tau}{\mu \nu \sigma}\right)}{\nu \sigma}+\frac{\left(\frac{b \tau}{\mu \nu}\right)^{2} \mathcal{F}_{1}\left(\nu, \frac{b \tau}{\mu \nu}\right)}{\nu \rho\left(\frac{b \tau}{\mu \nu}-\frac{b \tau}{\mu \rho}\right)}\right. \\
& \left.\left.-\frac{\left(\frac{b \tau}{\mu \rho}\right)^{2} \mathcal{F}_{1}\left(\nu, \frac{b \tau}{\mu \rho}\right)}{\nu \rho\left(\frac{b \tau}{\mu \nu}-\frac{b \tau}{\mu \rho}\right)}+\frac{\mathcal{F}_{2}\left(\nu, \frac{b \tau}{\mu(\nu-\sigma)}\right)}{\sigma(\nu-\sigma)}-\frac{\mathcal{F}_{2}\left(\nu, \frac{b \sigma \tau}{\mu \nu \sigma}\right)}{\nu \sigma}\right]\right] \tag{19}
\end{align*}
$$

where $\nu=(j+q)\left(\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}\right), \tau=\frac{1}{d \sigma_{h}^{2}}, \rho=\frac{1}{\mu \sigma_{g}^{2}}, \sigma=\frac{1}{\kappa \sigma_{f}^{2}}$, $\mathcal{F}_{1}(m, a) \triangleq \int_{0}^{\infty} \frac{e^{-m z}}{(z+1)(a+z)} d z=\frac{e^{a m} \operatorname{Ei}(-m a)}{a-1}+\frac{e^{g m} \operatorname{Ei}(-m)}{1-a}$ and $\mathcal{F}_{1}(m, a) \triangleq \int_{0}^{\infty} \frac{z e^{-m z}}{(z+1)(a+z)} d z=\frac{a e^{a m} \operatorname{Ei}(-m a)}{1-a}+\frac{e^{m} \operatorname{Ei}(-m)}{a-1}$. Here, (a) follows by substituting (9) and (11) into (17), and subsequent mathematical manipulations with [40]. Since the intermediate steps involve straightforward algebraic manipulations, we omit them.

## IV. Further Discussion

## A. Half-Duplex Radio

For HD, there is no self-interference at relays. When there are direct links, the maximal ratio combining (MRC) is used at destinations. The equivalent user SINR matrix in (4) is given as

$$
\begin{equation*}
\boldsymbol{\Gamma}^{H D}=\left(\gamma_{k n}^{h d}\right) \in \mathbb{R}^{K \times N} \tag{20}
\end{equation*}
$$

where $\gamma_{k n}^{h d}=\min \left(x_{k n}, y_{k n}\right)+v_{k}$ with direct link and $\gamma_{k n}^{h d}=\min \left(x_{k n}, y_{k n}\right)$ without direct link. The ORS and SRS
matrices for HD mode can be calculated as $\boldsymbol{\Gamma}_{o}^{H D}=\boldsymbol{\Gamma}^{H D}$ and $\boldsymbol{\Gamma}_{s}^{H D}=\left(\min \left(x_{k n}, y_{k n}\right)\right) \in \mathbb{R}^{K \times N}$, respectively, as $v_{k} \forall k$ is i.i.d. For a HD network with $K$ users and $N$ relays, performance metrics of each user with SRS scheme can be given as
i) Outage probability:

$$
P_{o}=\left\{\begin{array}{l}
\sum_{j=1}^{(K-1) N+1} \sum_{w=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{w}\binom{K N-j}{w}}{(j-1)!(K N-j)!} \\
\mathcal{T}\left(\lambda_{x}, \lambda_{y}, \lambda_{v}, \gamma_{t h}\right) ; \text { with direct link; }  \tag{21}\\
\sum_{j=1}^{(K-1) N+1} \sum_{i=0}^{j-1} \frac{(-1)^{i}(K N)!\mathrm{P}_{(j)}\binom{j-1}{i}}{(j-1)!(K N-j)!} \\
\frac{\left(1-e^{-\gamma_{t h}\left(\lambda_{x}+\lambda_{y}\right)}\right)^{i-j+K N+1}}{(i-j+K N+1)} ; \text { no direct link. }
\end{array}\right.
$$

where $\mathcal{T}\left(\lambda_{x}, \lambda_{y}, \lambda_{v}, z\right)$ is

$$
\mathcal{T}=\left\{\begin{aligned}
& \frac{1-e^{-z(j+w)\left(\lambda_{x}+\lambda_{y}\right)}}{(j+w)}-\left(\lambda_{x}+\lambda_{y}\right) e^{-z \lambda_{v}} ; \\
&(j+w)=\frac{\lambda_{v}}{\lambda_{x}+\lambda_{y}}, \\
& \frac{1-e^{-z(j+w)\left(\lambda_{x}+\lambda_{y}\right)}}{(j+w)}+\frac{e^{-z(j+w)\left(\lambda_{x}+\lambda_{y}\right)}-e^{-\lambda_{v} z}}{(j+w)-\frac{\lambda_{v}}{\lambda_{x}+\lambda_{y}}} ; \\
&(j+w) \neq \frac{\lambda_{v}}{\lambda_{x}+\lambda_{y}},
\end{aligned}\right.
$$

ii) Asymptotic result:

$$
P_{o} \stackrel{\frac{1}{p} \rightarrow 0}{\longrightarrow}\left\{\begin{array}{l}
\sum_{w=0}^{N-1} \frac{\left((2(N(K-1)+w+1))^{N}-r^{N}\right)}{(-1)^{N+1+w}(2(N(K-1)+1)-r+2 w)} \\
\frac{2 r\binom{N-1}{w}(K N)!\mathrm{P}_{((K-1) N+1)} \gamma_{t h}^{N+1}}{(k-1)!(N+1)!(N(K-1))!p^{N+1}} ; \\
\sum_{i=0}^{N(K-1)} \sum_{w=1}^{N+i} \frac{(K N)!\mathrm{P}_{((K-1) N+1)}\binom{(K-1) N}{i}\binom{i+N}{w}}{(N-1)!(i+N)(-1)^{i+N+w}}  \tag{22}\\
\frac{\left(2 w \gamma_{t h}\right)^{N}}{N!(N(K-1))!p^{N}} ;
\end{array}\right.
$$

where the first expression for with direct link and the second expression for no direct link.
iii) Average throughput:

$$
\bar{\tau}_{k}=\left\{\begin{array}{c}
\frac{(K N)!}{2 K \ln (2)} \sum_{j=1}^{N(K-1)+1} \sum_{w=0}^{N K-j} \frac{(-1)^{w} \mathrm{P}_{(j)}\binom{K N-j}{w}}{(j-1)!(N K-j)!} \\
{\left[\frac{\operatorname{Ei}\left(-(j+w)\left(\lambda_{x}+\lambda_{y}\right)\right)}{e^{-(j+w)\left(\lambda_{x}+\lambda_{y}\right)}\left[(j+w)-\frac{\lambda_{v}}{\lambda_{x}+\lambda_{y}}\right]}\right.}  \tag{23}\\
\left.-\frac{e^{\lambda_{v}} \operatorname{Ei}\left(-\lambda_{v}\right)}{(j+w)-\frac{\lambda_{v}}{\lambda_{x}+\lambda_{y}}}-\frac{\operatorname{Ei}\left(-(j+w)\left(\lambda_{x}+\lambda_{y}\right)\right)}{e^{-(j+w)\left(\lambda_{x}+\lambda_{y}\right)}(j+w)}\right] \\
\left.\frac{(K N)!}{2 K \ln (2)} \sum_{j=1}^{N(K-1)+1} \sum_{i=0}^{j-1} \sum_{w=1}^{i-j+N K+1} \frac{(-1)^{i+w}\left({ }^{j-1} i\right.}{i}\right) \\
(j-1)!
\end{array},\right.
$$

where the first expression for with direct link and the second expression for no direct link.

Since proofs follow same as in Sections III-A, III-B and III-C, we omit them. It is important to note that the HD mode with direct and without direct links achieves diversity order $N+1$ and $N$, respectively. Further, the fraction $\frac{1}{2 K}$ in $\bar{\tau}_{k}$ is due to HD mode and orthogonal channel assignment for users, which is $\frac{1}{-} K$ for the FD mode.

## B. Non-Orthogonal Transmission

With non-orthogonal FD transmission, we need only one time-slot or frequency band. Although time/frequency resources appear to have been saved, inter-user interference may significantly degrade the user SINR. Further, the SINR matrix for a fully-connected $K \times N$ network is not easy to write in general way because the second-hop user SINR depends on the selected relay set. Since each user is supported by only one relay, we have $\frac{N!}{(N-K)!K!}$ possible relay sets, denoted as $\mathcal{R}_{s}=\left\{R_{s, 1}, \cdots, R_{s, k}, \cdots, R_{s, K}\right\}$ where $R_{s, k} \in$ $\left\{R_{1}, \cdots, R_{N}\right\}$ and $s=\left\{1, \cdots, \frac{N!}{(N-K)!K!}\right\}$. Here, $R_{s, k}$ which is the relay in set $\mathcal{R}_{s}$ helps for user $k$. Abusing the notation, we use $q_{s, k}$ to denote the parameter $q$ of the connection between user $k$ and $R_{s, k}$ where $q \in\{f, g, \tilde{i}\}$. All possible user SINRs connected via any relay in $\mathcal{R}_{s}$ can be given in matrix form as

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mathbf{s}}=\left(\gamma_{s, k}\right) \in \mathbb{R}^{K \times K} \quad \text { with } \gamma_{s, k}=\min \left(\gamma_{s, k, 1}, \gamma_{s, k, 2}\right) \tag{24}
\end{equation*}
$$

where $\gamma_{s, k, 1}$ and $\gamma_{s, k, 2}$ are the first-hop and second-hop SINRs which are given, respectively, as

$$
\begin{align*}
\gamma_{s, k, 1} & =\frac{p d_{s r}^{-\eta}\left|f_{s, k}\right|^{2}}{p d_{s r}^{-\eta} \sum_{j=1, j \neq k}^{K}\left|f_{s, j}\right|^{2}+\left|\tilde{i}_{s, k}\right|^{2}+\sigma_{r}^{2}} \\
\gamma_{s, k, 2} & =\frac{p d_{r d}^{-\eta}\left|g_{s, k}\right|^{2}}{p d_{r d}^{-\eta} \sum_{j=1, j \neq k}^{K}\left|g_{s, j}\right|^{2}+\sigma_{d}^{2}} \tag{25}
\end{align*}
$$

Then, the instantaneous throughput of user $k$ is $\tau_{k}=$ $\log _{2}\left(1+\gamma_{s, k}\right)$ [bpcu].

As we do not know the RS scheme precisely (which is still an open problem), the performance analysis seems more involved than analysis for orthogonal transmission. We thus derive an approximation which may be an upper bound for the outage and a lower bound for the average throughput. We consider single-user (say the first user pair in Fig. 1 ) RS with $N$ relays where the received signal at each relay includes interference from other $(K-1)$ users, and the received signal at the destination includes interference from other $(K-1)$ relays. Then, the first and second hops SINR are given, respectively, for Model II without direct links (other cases can be treated in the similar way) as

$$
\begin{align*}
\gamma_{1 n, 1} & =\frac{a\left|f_{1 n}\right|^{2}}{a \sum_{j=2}^{K}\left|f_{j n}\right|^{2}+c_{1}}=\frac{x_{1 n}}{u_{n}+c_{1}} \\
\gamma_{1 n, 2} & =\frac{b\left|g_{1 n}\right|^{2}}{b \sum_{j=2, n \notin\{2, K\}}^{K}\left|g_{1 j}\right|^{2}+1}=\frac{y_{1 n}}{v+1} \tag{26}
\end{align*}
$$

where $a=\frac{p}{l_{s r}^{\eta} \sigma_{r}^{2}}, b=\frac{p}{l_{r d}^{\eta} \sigma_{d}^{2}}$, and $c_{1}=1+\frac{\sigma_{i}^{2}}{\sigma_{r}^{2}}$. It is important to note that $\gamma_{1 n, 1}$ is same as $\gamma_{s, k, 1}$ in (25). Since it is difficult to incorporate the selected relay set and the effect of RS scheme, we approximate $\gamma_{s, k, 2}$ in (25) by $\gamma_{1 n, 2}$. Further, $x_{1 n}$ and $y_{1 n}$ follow exponential distributions $\mathcal{E} x p(1 / a)$ and $\mathcal{E} x p(1 / b)$, respectively. Since $u_{n}$ and $v$ are sum of $(K-1)$ i.i.d. random variables of $\mathcal{E} x p(1 / a)$ and $\mathcal{E} x p(1 / b)$, respectively, they follow Gamma distributions $\operatorname{Gamma}(K-1,1 / a)$ and Gamma $(K-1,1 / b)$, respectively. By using fundamental probability theory, we have $F_{\gamma_{1 n, 1}}(x)=1-\frac{e^{-\frac{c_{1} x}{a} x}}{(1+x)^{K-1}}$ and $F_{\gamma_{1 n, 2} \mid v}(x)=1-e^{-\frac{v+1}{b} x}$. Based on single-user best RS, the instantaneous SINR of the user is

$$
\begin{equation*}
\gamma=\max _{n \in\{1, N\}} \min \left(\gamma_{1 n, 1}, \gamma_{1 n, 2}\right)=\max _{n \in\{1, N\}} \gamma_{1 n} \tag{27}
\end{equation*}
$$

where $\gamma_{1 n}=\min \left(\gamma_{1 n, 1}, \gamma_{1 n, 2}\right)$. Then, the exact and asymptotic $(p \rightarrow \infty)$ outage probabilities can be derived, respectively, as

$$
\begin{align*}
P_{o} & =\sum_{j=0}^{N} \frac{(-1)^{j}\binom{N}{j} e^{-\Delta j \gamma_{t h}}}{\left(\left(\gamma_{t h}+1\right)^{j}\left(j \gamma_{t h}+1\right)\right)^{K-1}} \\
P_{o}^{\infty} & \approx \sum_{j=0}^{N} \frac{(-1)^{j}\binom{N}{j} e^{-\Delta_{\infty} j \gamma_{t h}}}{\left((x+1)^{j}\left(j \gamma_{t h}+1\right)\right)^{K-1}} \tag{28}
\end{align*}
$$

where $\Delta=\left(\frac{l_{s r}^{\eta} \sigma_{r}^{2}}{p}\left(1+\frac{\sigma_{i}^{2}}{\sigma_{r}^{2}}\right)+\frac{l_{r d}^{\eta} \sigma_{d}^{2}}{p}\right) ; \Delta_{\infty}=0$ for $\sigma_{i}^{2}=$ $\omega$; and $\Delta_{\infty}=\frac{\omega}{\sigma_{r}^{2}}$ for $\sigma_{i}^{2}=\omega p$. Although the orthogonal transmission achieves full-diversity order for $\sigma_{i}^{2}=\omega$, the nonorthogonal transmission always approaches to an error floor which is a drawback.

Since all active nodes in each hop transmit simultaneously in each coherence time, the instantaneous throughput of user $k$ becomes $\tau_{k}=\log _{2}\left(1+\gamma_{k}\right)$ [bpcu], where $\gamma_{k}$ is the user $k$ SINR. Using (17), the average throughput can be derived as

$$
\begin{align*}
\bar{\tau}= & \frac{1}{\ln (2)} \sum_{j=1}^{N} \int_{0}^{\infty} \frac{(-1)^{j-1}\binom{N}{j} e^{-j \Delta x}}{(x+1)^{j(K-1)+1}(j x+1)^{K-1}} d x \\
= & \frac{1}{\ln (2)}\left[\sum _ { j = 2 } ^ { N } \frac { ( - 1 ) ^ { j - 1 } ( \begin{array} { c } 
{ N } \\
{ j }
\end{array} ) } { j ^ { K - 1 } } \left[\frac{e^{\Delta j} \Gamma(0, \Delta j)\binom{1-K}{(K-1) j}}{(1 / j-1)^{(j+1)(K-1)}}\right.\right. \\
& +\frac{e^{\Delta} \Gamma(0, \Delta)\binom{(1-K) j-1}{K-2}}{(1-1 / j)^{(j+1)(K-1)}}+N e^{\Delta} E_{2 K-1}(\Delta) \\
& +\sum_{r=2}^{j(K-1)+1} \frac{e^{\Delta j} E_{r}(\Delta j)\binom{1-K}{(K-1) j+1-r}}{(1 / j-1)^{(j+1)(K-1)+1-r}} \\
& +\sum_{s=2}^{K-1} \frac{\left.e^{\Delta}(\Delta j)^{s-1} \Gamma(1-s, \Delta)\left(_{\binom{((K-1) j+1)}{(K-1)-s}}^{(1-1 / j)^{j(K-1)+1+(K-1)-s}}\right]\right]}{} \tag{29}
\end{align*}
$$

where $E_{n}(z)$ is the exponential integral function and $\Gamma(a, z)$ is the incomplete Gamma function [40]. Since the intermediate steps involve straightforward algebraic manipulations, we omit them.

## C. Imperfect CSI

Among different mathematical models for estimation error, we use the model in [41, Sec. III]. Let us consider the true channel gain as $h \sim \mathcal{C N}\left(0, \sigma_{h}^{2}\right)$ and its estimate as $\hat{h} \sim$ $\mathcal{C N}\left(0, \sigma_{\hat{h}}^{2}\right)$. For a least mean squares estimator, they are related as $h=\hat{h}+\bar{h}$ where $\bar{h}$ is the zero mean Gaussian estimation error with variance of $\sigma_{\bar{h}}^{2}=(1-\rho) \sigma_{h}^{2}$ and $\rho=\sigma_{\hat{h}}^{2} / \sigma_{h}^{2}$ which relates to the correlation coefficient [42]. Further, $\hat{h}$ and $\bar{h}$ are independent. The channel absolute value, i.e., $|h|$ or $|\hat{h}|$, is Rayleigh distributed. In this section, we consider imperfect CSI incurred by the imperfect channel estimation of $f_{k n}$ and $g_{k n}, \forall k, n$, which can be written as $f_{k n}=\hat{f}_{k n}+\bar{f}_{k n}$ and $g_{k n}=\hat{g}_{k n}+\bar{g}_{k n}$ where $\hat{f}_{k n} \sim \mathcal{C N}\left(0, \sigma_{\hat{f}}^{2}\right), \hat{g}_{k n} \sim \mathcal{C N}\left(0, \sigma_{\hat{g}}^{2}\right)$, and the Gaussian estimation errors $\bar{f}_{k n}$ and $\bar{g}_{k n}$ have zero means and variances $\sigma_{\bar{f}}^{2}=\left(1-\rho_{f}\right) \sigma_{f}^{2}$ and $\sigma_{\bar{g}}^{2}=\left(1-\rho_{g}\right) \sigma_{g}^{2}$, respectively, where correlation coefficients are $\rho_{f}=\sigma_{\hat{f}}^{2} / \sigma_{f}^{2}$ and $\rho_{g}=\sigma_{\hat{g}}^{2} / \sigma_{g}^{2}$. Further, the amplitudes $\left|\hat{f}_{k n}\right|$ and $\left|\hat{g}_{k n}\right|$ are Rayleigh distributed rvs. Following Section II-B, the receive SINRs of the first and second hops can be given, respectively, as

$$
\begin{align*}
& \hat{\gamma}_{k n, 1}= \begin{cases}\frac{\hat{a} \hat{\alpha}_{k n}}{1+\hat{c} \epsilon_{n}}=\frac{\hat{x}_{k n}}{1+\hat{u}_{n}} ; & \text { Model-I; } \\
\frac{\hat{a} \hat{\alpha}_{k n}}{1+\hat{c} \sigma_{i}^{2}}=\frac{\hat{x}_{k n}}{1+\hat{c} \sigma_{i}^{2}} ; & \text { Model-II }\end{cases} \\
& \hat{\gamma}_{k n, 2}= \begin{cases}\frac{\hat{b} \hat{\beta}_{k n}}{1+\hat{d} \delta_{k}}=\frac{\hat{y}_{k n}}{1+\hat{v}_{k}} ; & \text { with direct link; } \\
\hat{b} \hat{\beta}_{k n}=\hat{y}_{k n} ; & \text { without direct link }\end{cases} \tag{30}
\end{align*}
$$

where $\hat{a}=\frac{p}{l_{s r}^{\eta} \hat{\sigma}_{r}^{2}}, \hat{c}=\frac{1}{\hat{\sigma}_{r}^{2}}, \quad \hat{\sigma}_{r}^{2}=\left(\frac{p}{l_{s r}^{n}} \sigma_{\bar{f}}^{2}+\sigma_{r}^{2}\right), \hat{b}=$ $\frac{p}{l_{r d}^{\eta} \hat{\sigma}_{d}^{2}}, \hat{d}=\frac{p}{l_{s d}^{\eta} \hat{\sigma}_{d}^{2}}$ and $\hat{\sigma}_{d}^{2}=\left(\frac{p}{l_{r d}^{n}} \sigma_{\bar{g}}^{2}+\sigma_{d}^{2}\right)$. We also have
rvs: $\hat{\alpha}_{k n}=\left|\hat{f}_{k n}\right|^{2}, \hat{\beta}_{k n}=\left|\hat{g}_{k n}\right|^{2}, \hat{x}_{k n}=\hat{a} \hat{\alpha}_{k n}, \hat{y}_{k n}=$ $\hat{b} \hat{\beta}_{k n}, \hat{u}_{n}=\hat{c} \epsilon_{n}$ and $\hat{v}_{k}=\hat{d} \delta_{k}$, which follow exponential p.d.f. as in (2). The parameter $\lambda$ for $Z \in\left\{\hat{x}_{k n}, \hat{y}_{k n}, \hat{u}_{n}, \hat{v}_{k}\right\}$ denoted by $\lambda \in\left\{\lambda_{\hat{x}}, \lambda_{\hat{y}}, \lambda_{\hat{u}}, \lambda_{\hat{v}}\right\}$, respectively, may have $\lambda_{\hat{x}}=\frac{1}{\hat{a} \sigma_{\hat{f}}^{2}}, \quad \lambda_{\hat{y}}=\frac{1}{\hat{b} \sigma_{\hat{g}}^{2}}, \lambda_{\hat{u}}=\frac{1}{\hat{c} \sigma_{i}^{2}}, \quad$ and $\lambda_{\hat{v}}=\frac{1}{\hat{d} \sigma_{h}^{2}}$.

The end-to-end SINR of user $k$ helped by $R_{n}$ is given by $\hat{\gamma}_{k n}=\min \left(\hat{\gamma}_{k n, 1}, \hat{\gamma}_{k n, 2}\right)$. Thus, the user SINR matrix connected via any relay under imperfect CSI can be given in matrix form as

$$
\begin{equation*}
\hat{\boldsymbol{\Gamma}}=\left(\hat{\gamma}_{k n}\right) \in \mathbb{R}^{K \times N} \quad \text { where } \hat{\gamma}_{k n}=\min \left(\hat{\gamma}_{k n, 1}, \hat{\gamma}_{k n, 2}\right) \tag{31}
\end{equation*}
$$

With imperfect CSI of $f_{k n}$ and $g_{k n}$ and no instantaneous CSI of $h_{k}$ and $\tilde{i}_{n}$ but their partial knowledge ( $\sigma_{h}^{2}$ and $\sigma_{i}^{2}$ and known distances), the SRS matrix $\hat{\boldsymbol{\Gamma}}_{s}$ is defined as

$$
\begin{equation*}
\hat{\boldsymbol{\Gamma}}_{s} \triangleq\left(\hat{\gamma}_{s, k n}\right) \in \mathbb{R}^{K \times N} ; \quad \hat{\gamma}_{s, k n}=\min \left(\hat{\kappa} \hat{\alpha}_{k n}, \hat{\mu} \hat{\beta}_{k n}\right) \tag{32}
\end{equation*}
$$

where

$$
\hat{\kappa}=\frac{\hat{a}}{1+\hat{c} \sigma_{i}^{2}} ; \quad \text { and } \hat{\mu}= \begin{cases}\frac{\hat{b}}{1+\hat{d} \sigma_{h}^{2}} ; & \text { direct } \\ \hat{b} ; & \text { no direct. }\end{cases}
$$

Remark: If we replace rvs $\left\{\alpha_{k n}, \beta_{k n}, x_{k n}, y_{k n}, u_{n}, v_{k}\right\}$ in (1) and (6) by $\left\{\hat{\alpha}_{k n}, \hat{\beta}_{k n}, \hat{x}_{k n}, \hat{y}_{k n}, \hat{u}_{n}, \hat{v}_{k}\right\}$; and set of parameters $\left\{a, c, \sigma_{r}^{2}, b, d, \sigma_{d}^{2}, \kappa, \mu\right\}$ in (1) and (6) by $\left\{\hat{a}, \hat{c}, \hat{\sigma}_{r}^{2}, \hat{b}, \hat{d}, \hat{\sigma}_{d}^{2}, \hat{\kappa}, \hat{\mu}\right\}$, respectively, we get (30) and (32). Since corresponding rvs in both sets also follow the similar distributions, the outage probability and average throughput of all cases can be deduced from analytical results in Section III being replaced by respective parameters. Therefore, we omit the derivation and do not present expressions for all cases.

However, to clearly show the effect of imperfect CSI on FD RS, as an example, we consider Case IV (RSI Model II and no direct links). For imperfect CSI, with the aid of (9), (13) and respective parameter substitutions, the outage probability of each user is

$$
\begin{align*}
& \hat{P}_{o}=1-\sum_{j=1}^{(K-1) N+1} \sum_{q=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{(j+q)(j-1)!(K N-j)!} \\
& \times e^{-(j+q)\left(\frac{\frac{l^{p}}{l=} \sigma_{f}^{2}+\sigma_{i}^{2}+\sigma_{r}^{2}}{l_{s r}^{p} \sigma_{f}^{2}}+\frac{\frac{p}{l_{r d}^{p}} \sigma_{\bar{g}}^{2}+\sigma_{d}^{2}}{l_{r d}^{p} \sigma_{\hat{g}}^{2}}\right) \gamma_{t h}} . \tag{33}
\end{align*}
$$

Recall that $\sigma_{\bar{f}}^{2}=\left(1-\rho_{f}\right) \sigma_{f}^{2}, \sigma_{\bar{g}}^{2}=\left(1-\rho_{g}\right) \sigma_{g}^{2}, \rho_{f}=\sigma_{\hat{f}}^{2} / \sigma_{f}^{2}$ and $\rho_{g}=\sigma_{\hat{g}}^{2} / \sigma_{g}^{2}$. Then, the outage probability of each user can be approximated at high transmit power region as $p \rightarrow \infty$

$$
\begin{array}{r}
\hat{P}_{o}^{\infty}=1-\sum_{j=1}^{(K-1) N+1} \sum_{q=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{(j+q)(j-1)!(K N-j)!} \\
\times e^{-(j+q) \Lambda_{\infty} \gamma_{t h}}+o\left(\frac{1}{p}\right) \tag{34}
\end{array}
$$

where $\Lambda_{\infty}=\left(\frac{1}{\rho_{f}}+\frac{1}{\rho_{g}}-2\right)$ for $\sigma_{i}^{2}=\omega$ and $\Lambda_{\infty}=$ $\left(\frac{1}{\rho_{f}}+\frac{1}{\rho_{g}}-2+\frac{\omega l_{s r}^{\eta}}{\sigma_{f}^{2}}\right)$ for $\sigma_{i}^{2}=\omega p$. Each user has an outage


Fig. 2. Variation of outage probability with transmit power for FD (Cases I-IV) and HD modes.
floor as the transmit power increases because the variance of channel estimation error enhances with $p$. Note that we achieve full diversity order with perfect CSI (see (15)) for $\sigma_{i}^{2}=\omega$, as given by

$$
\begin{align*}
\bar{\tau}_{k}^{\infty} \approx \frac{(K N)!}{K \ln (2)} \sum_{j=1}^{(K-1) N+1} \sum_{q=0}^{K N-j} & \frac{\mathrm{P}_{(j)}(-1)^{q}\binom{K N-j}{q}}{e^{-(j+q) \Lambda_{\infty}(j-1)!}} \\
& \times \frac{\mathrm{Ei}\left(-(j+q) \Lambda_{\infty}\right)}{(K N-j)!(j+q)} \tag{35}
\end{align*}
$$

## V. Numerical Results and Discussion

This section presents simulation results to validate our analysis, and discusses the performance of different multipleuser FD networks. We set channel variances as $\sigma_{f}^{2}=\sigma_{h}^{2}=$ $\sigma_{g}^{2}=1$, noise variances as $\sigma_{r}^{2}=\sigma_{d}^{2}=0.01$, path-loss exponent $\alpha=3$ and threshold $\gamma_{t h}=5 \mathrm{~dB}$. To benchmark our proposed SRS scheme, we also simulate the performance of the ideal ORS, where the relay selector has global CSI, i.e., CSI of all $f_{k n}, g_{k n}, h_{k}$ and $\tilde{i}_{n}, \forall k, n$.

## A. Outage Result Verification and Cases I-IV Comparison

Fig. 2 shows outage probabilities of all four cases with transmit power of three-user four-relay network for $\omega=0.2$
and normalized path-losses. This figure helps verify the analysis. For FD mode, the outage probability of SRS is calculated with (9) using (10)-(13) for Case I to Case IV, respectively; and the asymptotic outage probability of SRS is calculated with (15) or (16). Several observations are gained from Fig. 2: i) For the entire simulated power range, our analytical results closely match with the simulation results for SRS, which confirms Theorem 1 and the accuracy of our analysis; ii) Derived asymptotic results approach simulated results at high $p$, which confirms the validity of our asymptotic analysis and Theorem 2; iii) While Case II and Case IV with $\sigma_{i}^{2}=\omega$ have diversity order four which is the fulldiversity order, other cases exhibit an outage floor because self-interference and/or direct-path interference depend on $p$; iv) For Cases I, II, and III, the ORS outperforms SRS because instantaneous channel varying effects of direct and/or interference channels are considered in the ORS scheme. Performance gaps between them are given in Table I. While the $\sigma_{i}^{2}=\omega$ case has better performance than the $\sigma_{i}^{2}=\omega p$ case, the former exhibits small performance gap as well. Although Case II with $\sigma_{i}^{2}=\omega p$ has a higher performance gap than that under Case I or Case III, its overall outage performance is higher than Case I or Case III. It is important to note that both ORS and SRS have similar performance in Case IV because there


Fig. 3. Throughput with transmit power of Model II for FD and HD when $K=3$ and $N=4$.

TABLE I
Performance Gap Between the ORS and SRS at $p=10 \mathrm{dBm}$ FOR THE FD Mode

|  | Case I | Case II | Case III | Case IV |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{i}^{2}=\omega$ | 0.0059 | 0.0003 | 0.0073 | 0 |
| $\sigma_{i}^{2}=\omega p$ | 0.0138 | 0.0708 | 0.0189 | 0 |

is no direct link and also no channel randomness with selfinterference; and v) The network is almost in $75 \%$ outage in Case I and Case III with $\sigma_{i}^{2}=\omega p$ for both ORS and SRS as interference power increases with more weight than the signal power when transmit power increases. Fig. 2e depicts outage probability variations with transmit power of the same network for the HD mode. Our exact and asymptotic analytical results match with the simulation for SRS, where diversity orders are four and five without and with direct links, respectively. Although the HD mode outperforms the respective FD modes, e.g., in Figs 2c and 2d for these selected parameters, this may not be a common observation for all scenarios/system parameters.

## B. Throughput Result Verification and HD/FD Comparison

Fig. 3 shows the average throughput with transmit power for the FD mode with Model II $(\omega=0.01)$ and HD mode of a three-user four-relay network. To keep the figure less busy, we only consider SRS because SRS and ORS have same or have very close performance. The simulated average throughput is calculated with $10^{4}$ channel realizations. The value of path-loss is 140 dB for the first kilometer of each hop. In Fig. 3a, we consider two direct-link scenarios: i) $l_{s d}=375 \mathrm{~m}, l_{s r}=l_{r d}=200 \mathrm{~m}$; and ii) $l_{s d}=1.9 \mathrm{~km}$, $l_{s r}=l_{r d}=1 \mathrm{~km}$. For the first scenario, we plot both analytical and simulated results. Our analytical results closely match with the simulations, which confirms the accuracy of our analysis. It is interesting to see that the HD throughput increases
with $p$ due to an interference-free transmission. However, the FD mode has a throughput floor due to the introduction of direct-link and/or RSI interference. Therefore, the HD mode outperforms FD mode when $p>3.3 \mathrm{dBm}$ for $\sigma_{i}^{2}=0.01 p$ and $p>4.5 \mathrm{dBm}$ for $\sigma_{i}^{2}=0.01$ where these crossover $p$ values can be numerically calculated by using eqs. (18), (19) and (23). Further, $\sigma_{i}^{2}=\omega$ case outperforms $\sigma_{i}^{2}=\omega p$ case which is only by 0.1 bpcu at $p=10 \mathrm{dBm}$. This signals us that even RSI has no effect from $p$, the direct paths interference can still be the dominant factor on the performance. If we increase distances $\left(l_{s d}=1.9 \mathrm{~km}, l_{s r}=l_{r d}=1 \mathrm{~km}\right)$. the FD mode with $\sigma_{i}^{2}=\omega$ outperforms the HD mode for the entire simulated power range. In Fig. 3b, we again consider two scenarios without direct links: i) $\sigma_{i}^{2}=0.01$; and ii) $\sigma_{i}^{2}=0.2$. For both scenarios, we have a good match between the SRS analytical and simulation results. Further, the FD with $\sigma_{i}^{2}=\omega$ outperforms the HD mode where the FD has very significant improvements with $p$. In simulated region, while the FD with $\sigma_{i}^{2}=\omega p$ outperforms the HD mode only when $\omega=0.01$, the FD mode has no throughput gain when $\omega=0.2 p$.

## C. Impact of Direct-Links Interference

Fig. 4 shows the average throughput of both FD and HD modes with Model II with SRS. Both figures show that the FD with direct-link throughput approaches the FD without direct-link throughput when $l_{s d}$ increases or $\sigma_{h}^{2}$ decreases as diminishing the direct link interference. As shown in Fig. 4b, while the FD without direct link outperforms HD with/without direct link, the FD with direct link approaches the HD with direct link at $\sigma_{h}^{2} \approx 1$ and $\sigma_{h}^{2} \approx 0.5$ when $\sigma_{i}^{2}=0.01$ and $\sigma_{i}^{2}=0.1$, respectively. If we design an FD relay network assuming no direct links, and unexpectedly direct links are presented with $\sigma_{h}^{2}>0.5$, we do not gain any benefit with FD mode over HD mode when $\sigma_{i}^{2} \geq 0.1$, even with a proper RS scheme.


Fig. 4. Throughput of Model II for FD and HD modes when $p=5 \mathrm{dBm}, K=3$ and $N=4$.


Fig. 5. Throughput of Model II without direct links for FD mode when $N=4$.

## D. Comparisons Between Perfect/Imperfect CSI and Orthogonal/Non-Orthogonal Transmissions

Fig. 5 shows the average throughput with $p$ of Model II without direct links. Fig. 5a compares the impact of nonorthogonal transmission. Figure shows that the orthogonal system outperforms the non-orthogonal one in almost all $p>-4 \mathrm{dBm}$. Moreover, the performance of the latter degrades further with the increasing number of users due to enhancement of inter-user interference. Our throughput approximation in (29) tightly matches with simulated non-orthogonal throughput for $K=2$ and it is also a good upper bound for $K=3$. As we can expect, the tightness may loose as $K$ increases. Fig. 5b compares the impact of imperfect CSI. While throughput with perfect CSI increases with $p$, as we prove in (35), imperfect CSI reaches throughput floors 2.09,
1.32 and 1.00 [bpcu] for correlation coefficients $\rho=0.99$, 0.95 and 0.90 , respectively. Moreover, at $p=10 \mathrm{dBm}$, we loose around 0.44 [bpcu] with $\rho=0.99$ (very small estimation error) which is around $20 \%$ throughput lost over perfect CSI. Similarly we loose around $44 \%$ and $57 \%$ with $\rho=0.95$ and 0.90 , respectively.

## VI. Conclusions

We have considered the FD RS problem for a network with multiple-user pairs and multiple DF relays. We have sought an RS scheme (unlike random or naive RS) to ensure user fairness by improving the minimum SINR among all users. To this end, we have proposed a sub-optimal RS scheme when the relay selector knows the instantaneous CSI of the source-to-relay and relay-to-destination channels and only the
channel statistics of the RSI and source-to-destination. Thus, this scheme has reduced channel estimation requirements, which will enhance its potential in the context of practical FD relay networks. This scheme, moreover, does become optimal when the RSI channels are Gaussian noise and there are no direct links. We derived analytical outage expressions to reveal that all users achieve the full diversity order only when the self-interference is independent of transmit power and when there are no direct links. In all other cases, there is an outage floor, and that floor level depends on the interference caused by RSI and/or the direct link. Although we expect FD to exceed the throughput of HD, the former suffers significant throughput degradation when the self-interference increases with the transmit power and the source-destination distance shrinks. We also found that even though orthogonal transmission requires more spectrum, it most probably outperforms non-orthogonal transmission even with few users (e.g., two users), which suffers from additional inter-user interference.

This paper opens the door for several future works: i) Derivatives of the proposed scheme for multiple-user FD networks can be developed for various new 5G configurations and applications, such as NOMA, energy harvesting, cognitive radio, and others; ii) This work shows that the performance of multiple-user networks depends on myriad of parameters. However, there is no clear-cut way to determine when to switch between FD and HD modes or between orthogonal and non-orthogonal transmissions, which is an open problem; iii) It is important to design transmitter and receiver techniques (e.g., STC and buffering) in order to utilize the benefit of direct link signal; and iv) The RS algorithm can further be extended to a general multi-hop FD relaying networks with no restriction on number of relays, i.e., $K \lessgtr N$.

## Appendix A <br> Proof of Theorem 1

## A. Case I

We calculate $F_{\gamma^{(j)}}\left(\gamma_{t h}\right)$ in (8) for the RSI Model I with direct link. According to the SINR of user $k$ given in (3) and individual hop SINRs in (1), we can denote $\gamma_{\mathrm{m}}^{(j)}=$ $\min \left(\frac{x^{(j)}}{1+u^{(j)}}, \frac{y^{(j)}}{1+v^{(j)}}\right)$ where $x^{(j)}, u^{(j)}, y^{(j)}$ and $v^{(j)}$ follow distributions as in (2). Then, we have

$$
\begin{align*}
& F_{\gamma_{m}^{(j)}}(z)= \operatorname{Pr}\left[\min \left(\frac{x^{(j)}}{1+u^{(j)}}, \frac{y^{(j)}}{1+v^{(j)}}\right) \leq z\right] \\
&= 1-\operatorname{Pr}\left[\frac{x^{(j)}}{1+u^{(j)}}>z, \frac{y^{(j)}}{1+v^{(j)}}>z\right] \\
& \stackrel{(a)}{=} 1-\mathbb{E}\left[F_{u^{(j)}}\left(\frac{x^{(j)}}{z}-1\right) F_{v^{(j)}}\left(\frac{y^{(j)}}{z}-1\right)\right. \\
&\left.\mathbb{1}\left(x^{(j)}>z\right) \mathbb{1}\left(y^{(j)}>z\right)\right] \\
& \stackrel{(b)}{=} \mathbb{E}\left[F_{u^{(j)}}\left(\frac{\kappa \alpha^{(j)}}{\left(\frac{\kappa}{a}\right) z}-1\right) F_{v^{(j)}}\left(\frac{\mu \beta^{(j)}}{\left(\frac{\mu}{b}\right) z}-1\right)\right. \\
&\left.\mathbb{1}\left(\kappa \alpha^{(j)}>\frac{\kappa z}{a}\right) \mathbb{1}\left(\mu \beta^{(j)}>\frac{\mu z}{b}\right)\right] \tag{36}
\end{align*}
$$

where (a) follows as $u^{(j)}$ and $v^{(j)}$ are independent for given $x^{(j)}$ and $y^{(j)}$; and it also follows as $u^{(j)}>0$ and $v^{(j)}>0$, and $F_{u^{(j)}}(\cdot)$ and $F_{v^{(j)}}(\cdot)$ are c.d.f.s of $u^{(j)}$ and $v^{(j)}$, respectively. Further, (b) follows as $x^{(j)}=a \alpha^{(j)}$ and $y^{(j)}=b \beta^{(j)}$, and with a simple rearrangement to help the application of the RS criterion in (6). For a given $\gamma_{s}^{(j)}$, based on (6), $\gamma_{s, k n}=$ $\min \left(\kappa \alpha_{k n}, \mu \beta_{k n}\right)$, we have

$$
\begin{align*}
& \left(\kappa \alpha^{(j)}, \mu \beta^{(j)}\right) \\
& \quad= \begin{cases}\left(\gamma_{s}^{(j)}, \mu \beta_{>\gamma_{s}^{(j)}}^{(j)}\right) ; & \text { w.p. } p_{1}=\frac{\mu \sigma_{g}^{2}}{\kappa \sigma_{f}^{2}+\mu \sigma_{g}^{2}} \\
\left(\kappa \alpha_{>\gamma_{s}^{(j)}}^{(j)}, \gamma_{s}^{(j)}\right) ; & \text { w.p. } p_{2}=\frac{\kappa \sigma_{f}^{2}}{\kappa \sigma_{f}^{2}+\mu \sigma_{g}^{2}}\end{cases} \tag{37}
\end{align*}
$$

where 'w.p.' denotes with probability, $p_{2}=1-p_{1}$, and $\mu \beta_{>\gamma_{s}^{(j)}}^{(j)}$ and $\kappa \alpha_{>\gamma_{s}^{(j)}}^{(j)}$ mean that $\mu \beta^{(j)}>\gamma_{s}^{(j)}$ and $\kappa \alpha^{(j)}>$ $\gamma_{s}^{(j)}$, respectively. Since $\kappa \alpha^{(j)}$ and $\mu \beta^{(j)}$ are independent and their c.d.f.s are $1-e^{-\frac{1}{k \sigma_{f}^{2}} z}$ and $1-e^{-\frac{1}{\mu \sigma_{g}^{2}} z}$, respectively, the c.d.f. of $\gamma_{s, k n}$ is $F_{\gamma_{s, k n}}(z)=1-e^{-\lambda_{c} z}$ where $\lambda_{c}=\frac{1}{\kappa \sigma_{f}^{2}}+\frac{1}{\mu \sigma_{g}^{2}}$. Then, the p.d.f. of $\gamma_{s, k n}$ is $f_{\gamma_{s, k n}}(z)=\lambda_{c} e^{-\lambda_{c} z}$. Although $\kappa \alpha^{(j)}$ and $\mu \beta^{(j)}$ are independent but not necessary to be identical, we have i.i.d. $\gamma_{s, k n}, \forall n, k$. Thus, the p.d.f. of the $j$ th largest element of $\boldsymbol{\Gamma}_{s}, \gamma_{s}^{(j)}$, can be given as ${ }^{3}$

$$
\begin{equation*}
f_{\gamma_{s}^{(j)}}(z)=\sum_{q=0}^{K N-j} \frac{\lambda_{c}(K N)!(-1)^{q}\binom{K N-j}{q}}{(j-1)!(K N-j)!} e^{-\lambda_{c}(j+q) z} \tag{38}
\end{equation*}
$$

Further, the p.d.f.s of $\alpha_{s}^{(j)} \triangleq \kappa \alpha_{>\gamma_{s}^{(j)}}^{(j)}$ and $\beta_{s}^{(j)} \triangleq \mu \beta_{>\gamma_{s}^{(j)}}^{(j)}$ are, respectively, as

$$
\begin{equation*}
f_{\alpha_{s}^{(j)}}(z)=\frac{e^{-\frac{1}{\kappa \sigma_{f}^{2}}\left(z-\gamma_{s}^{(j)}\right)}}{\kappa \sigma_{f}^{2}}, \quad f_{\beta_{s}^{(j)}}(z)=\frac{e^{-\frac{1}{\mu \sigma_{g}^{2}}\left(z-\gamma_{s}^{(j)}\right)}}{\mu \sigma_{g}^{2}} \tag{39}
\end{equation*}
$$

Then, we can rewrite (36) as

$$
\begin{align*}
F_{\gamma_{\mathrm{m}}^{(j)}}(z)= & 1-p_{1} \int_{\frac{\kappa z}{a}}^{\infty} \int_{\max \left\{t, \frac{\mu z}{b}\right\}}^{\infty} F_{u^{(j)}}\left(\frac{t}{\frac{\kappa z}{a}}-1\right) \\
& \times F_{v^{(j)}}\left(\frac{w}{\frac{\mu z}{b}}-1\right) f_{\beta_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \\
& -p_{2} \int_{\frac{\mu z}{b}}^{\infty} \int_{\max \left\{t, \frac{\kappa z}{a}\right\}}^{\infty} F_{u^{(j)}}\left(\frac{w}{\frac{\kappa z}{a}}-1\right) \\
& \times F_{v^{(j)}}\left(\frac{t}{\frac{\mu z}{b}}-1\right) f_{\alpha_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \tag{40}
\end{align*}
$$

With the aid of (37)-(39), we calculate the first and the second integral terms, $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$, in (40), respectively, as (41) and (42), given in the top of next page.

To solve two integrals in (41) and (42), we define a function $\mathcal{I}(\theta, \phi, \vartheta, \tau, \varphi, \rho)$ as

$$
\begin{align*}
\mathcal{I}(\theta, \phi, \vartheta, \tau, \varphi, \rho) & =\int_{\theta}^{\infty} \int_{\max \{t, \phi\}}^{\infty}\left(1-e^{-\tau\left(\frac{t}{\theta}-1\right)}\right) \\
& \left(1-e^{-\varphi\left(\frac{w}{\phi}-1\right)}\right) e^{-\rho(w-t)} e^{-\vartheta t} d w d t \tag{43}
\end{align*}
$$

[^2]\[

$$
\begin{align*}
\mathcal{I}_{1}= & \frac{\lambda_{c}(K N)!}{\mu \sigma_{g}^{2}(j-1)!(K N-j)!} \sum_{q=0}^{K N-j}(-1)^{q}\binom{K N-j}{q} \\
& \times \int_{\frac{\kappa z}{a}}^{\infty} \int_{\max \left\{t, \frac{\mu z}{b}\right\}}^{\infty}\left(1-e^{-\lambda_{u}\left(\frac{t}{\frac{\hbar z}{a}}-1\right)}\right)\left(1-e^{-\lambda_{v}\left(\frac{w}{\frac{\mu z}{b}}-1\right)}\right) e^{-\frac{1}{\mu \sigma_{g}^{2}}(w-t)} e^{-\lambda_{c}(j+q) t} d w d t  \tag{41}\\
\mathcal{I}_{2}= & \frac{\lambda_{c}(K N)!}{\kappa \sigma_{f}^{2}(j-1)!(K N-j)!} \sum_{q=0}^{K N-j}(-1)^{q}\binom{K N-j}{q} \\
& \times \int_{\frac{\mu z}{b}}^{\infty} \int_{\max \left\{t, \frac{\kappa z}{a}\right\}}^{\infty}\left(1-e^{-\lambda_{v}\left(\frac{t}{\frac{\hbar z}{b}}-1\right)}\right)\left(1-e^{-\lambda_{u}\left(\frac{w}{\frac{\mu z}{a}}-1\right)}\right) e^{-\frac{1}{\kappa \sigma_{f}^{2}(w-t)}} e^{-\lambda_{c}(j+q) t} d w d t \tag{42}
\end{align*}
$$
\]

Since the integration limit of $w$ depends on $\theta$ and $\phi$, we analyze $\mathcal{I}(\theta, \phi, \vartheta, \tau, \varphi, \rho)$ for $\theta \geq \phi$ and $\theta<\phi$, denoted as $\mathcal{I}_{\theta \geq \phi}$ and $\mathcal{I}_{\theta<\phi}$, respectively. For $\theta \geq \phi$, we have

$$
\begin{align*}
\mathcal{I}_{\theta \geq \phi}=\int_{\theta}^{\infty} & \int_{t}^{\infty} f(w, t) d w d t=\frac{\tau e^{-\theta \vartheta}}{\vartheta \rho(\theta \vartheta+\tau)} \\
& -\frac{\tau e^{-\theta \vartheta} \phi^{3} e^{-\frac{\varphi(\theta-\phi)}{\phi}}}{(\phi \vartheta+\varphi)(\phi \rho+\varphi)(\theta(\phi \vartheta+\varphi)+\phi \tau)} \tag{44}
\end{align*}
$$

where the second equality comes by using $\int_{\theta}^{\infty} \int_{t}^{\infty} e^{-p t} e^{-q w} d w d t=\frac{e^{-\theta(p+q)}}{q(p+q)}$. For $\theta<\phi$, we have

$$
\begin{align*}
\mathcal{I}_{\theta<\phi}= & \int_{\theta}^{\phi} \int_{\phi}^{\infty} f(w, t) d w d t+\int_{\phi}^{\infty} \int_{t}^{\infty} f(w, t) d w d t \\
= & \frac{\varphi\left(\frac{\theta e^{\tau-\frac{\phi(\theta \vartheta+\tau)}{\theta}}}{\theta(\vartheta-\rho)+\tau}-\frac{e^{-\phi \vartheta}}{\vartheta-\rho}+\frac{\tau e^{-\theta \vartheta+\theta \rho-\phi \rho}}{(\vartheta-\rho)(\theta(\vartheta-\rho)+\tau)}\right)}{\rho(\phi \rho+\varphi)} \\
& +e^{-\phi \vartheta}\left(\frac{1}{\vartheta \rho}-\frac{\phi^{2}}{(\phi \vartheta+\varphi)(\phi \rho+\varphi)}\right. \\
& \left.-\frac{\theta \varphi e^{-\frac{\tau(\phi-\theta)}{\theta}}(\theta(\phi(\vartheta+\rho)+\varphi)+\phi \tau)}{\rho(\theta \vartheta+\tau)(\phi \rho+\varphi)(\theta(\phi \vartheta+\varphi)+\phi \tau)}\right) \tag{45}
\end{align*}
$$

where the second equality $\underset{\theta^{\prime}}{\text { comes }}$ by using $\int_{\theta}^{\phi} \int_{\phi}^{\infty} e^{-p t} e^{-q w} d w d t=\frac{\left(e^{\phi p}-e^{\theta p}\right) e^{-\theta p-\phi(p+q)}}{p q}$. By using (44) and (45), we can solve $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ in (40), and thus, $F_{\gamma}^{(j)}(z)$ can be derived in closed-form. Because $\sum_{j=1}^{(K-1)^{\gamma \mathrm{m}}+1} \mathrm{P}_{(j)}=1$, we can derive the user outage as in (9) and (10).

## B. Case II

In this case, we have $\gamma_{\mathrm{m}}^{(j)}=\min \left(\frac{x^{(j)}}{1+c \sigma_{i}^{2}}, \frac{y^{(j)}}{1+v^{(j)}}\right)$. Then, we can write

$$
\begin{align*}
& F_{\gamma^{(j)}}(z) \\
& =1-p_{1} \int_{z}^{\infty} \int_{t}^{\infty} F_{v^{(j)}}\left(\frac{w}{\frac{\mu z}{b}}-1\right) f_{\beta_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \\
& \quad-p_{2} \int_{\frac{\mu z}{b}}^{z} \int_{z}^{\infty} F_{v^{(j)}}\left(\frac{t}{\frac{\mu z}{b}}-1\right) f_{\alpha_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \\
& \quad-p_{2} \int_{z}^{\infty} \int_{t}^{\infty} F_{v^{(j)}}\left(\frac{t}{\frac{\mu z}{b}}-1\right) f_{\alpha_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \tag{46}
\end{align*}
$$

where this follows by applying steps in (36) and (40); and as $\frac{\mu}{b}<1$. These three double integrals can be solved in closedforms as follows:

$$
\begin{aligned}
& \int_{\theta}^{\infty} \int_{t}^{\infty}\left(1-e^{-\varphi\left(\frac{w}{\phi}-1\right)}\right) e^{-\rho(w-t)} e^{-\nu t} d w d t \\
& =\frac{e^{-\theta\left(\nu+\frac{\varphi}{\phi}\right)}\left(e^{\frac{\theta \varphi}{\phi}}(\nu \phi+\varphi)(\rho \phi+\varphi)-\nu \rho e^{\varphi} \phi^{2}\right)}{\nu \rho(\nu \phi+\varphi)(\rho \phi+\varphi)}
\end{aligned}
$$

$$
\begin{aligned}
& \int_{\phi}^{\theta} \int_{\theta}^{\infty}\left(1-e^{-\varphi\left(\frac{t}{\phi}-1\right)}\right) e^{-\psi(w-t)} e^{-\nu t} d w d t \\
& \quad+\int_{\theta}^{\infty} \int_{t}^{\infty} f_{2}(w, t) d w d t=\frac{\phi^{2} e^{\varphi-\frac{\theta(\nu \phi+\varphi)}{\phi}}}{(\nu \phi+\varphi)(\nu \phi+\varphi-\psi \phi)} \\
& \quad+\frac{\varphi e^{-\theta \psi-\nu \phi+\psi \phi}}{\psi(\nu-\psi)(\nu \phi+\varphi-\psi \phi)}-\frac{e^{-\theta \nu}}{\nu^{2}-\nu \psi}
\end{aligned}
$$

We can then derive the user outage as in (9) and (11).

## C. Case III

In this case, we have $\gamma_{\mathrm{m}}^{(j)}=\min \left(\frac{x^{(j)}}{1+u^{(j)}}, y^{(j)}\right)$. Then, we can write
$F_{\gamma^{(j)}}(z)$

$$
\begin{align*}
= & 1-p_{1} \int_{\frac{\kappa z}{z}}^{z} \int_{z}^{\infty} F_{u^{(j)}}\left(\frac{t}{\frac{\kappa z}{a}}-1\right) f_{\beta_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \\
& -p_{1} \int_{z}^{\infty} \int_{t}^{\infty} F_{u^{(j)}}\left(\frac{t}{\frac{\kappa z}{a}}-1\right) f_{\beta_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \\
& -p_{2} \int_{z}^{\infty} \int_{t}^{\infty} F_{u^{(j)}}\left(\frac{w}{\frac{\kappa z}{a}}-1\right) f_{\alpha_{s}^{(j)}}(w) f_{\gamma_{s}^{(j)}}(t) d w d t \tag{47}
\end{align*}
$$

where this follows by applying steps in (36) and (40); and as $\frac{\kappa}{a}<1$. These double integrals can be solved in closedforms as in Case II and the user outage can be derived as in (9) and (12).

## D. Case IV

In this case, we have $\gamma_{\mathrm{m}}^{(j)}=\min \left(\frac{x^{(j)}}{1+c \sigma_{i}^{2}}, y^{(j)}\right)$. With the aid of (36) and (40), we can write

$$
\begin{align*}
& F_{\gamma^{(j)}}(z) \\
& \quad=1-\int_{z}^{\infty} \int_{t}^{\infty}\left(p_{1} f_{\beta_{s}^{(j)}}(w)+p_{2} f_{\alpha_{s}^{(j)}}(w)\right) f_{\gamma_{s}^{(j)}}(t) d w d t . \tag{48}
\end{align*}
$$

$$
\begin{equation*}
P_{o}=1-\sum_{i=0}^{\infty} \underbrace{\sum_{j=1}^{N(K-1)+1} \sum_{q=0}^{K N-j} \frac{(K N)!\mathrm{P}_{(j)}(-1)^{q+i}\binom{K N-j}{q}}{(j-1)!(K N-j)!i!} \frac{z^{i}(j+q)^{i-1}(2 s+\omega)^{i}}{p^{i}}} . \tag{49}
\end{equation*}
$$

$\triangleq \mathcal{L}(K, N, p, s, \omega, i)$

After solving this double integral, we can derive the user outage as in (9) and (13).

## Appendix B <br> Proof of Theorem 2

## A. Proof of Theorem 2-1)

Let us consider $P_{o}$ in (9) for RSI Model II without direct link with $\sigma_{i}^{2}=\omega$. Then, we have $P_{o}$ as in (49), given in the top this page.

By using the binomial identity for integers $m \geq 0$ and $s \geq$ 1: $\sum_{q=0}^{m} \frac{(-1)^{q}\binom{m}{q}}{(s+q)}=\frac{(s-1)!m!}{(s+m)!}$ and $\sum_{j=1}^{(K-1) N+1} \mathrm{P}_{(j)}=1$, we have $\mathcal{L}(K, N, p, s, \omega, 0)=1$. Further, by using the binomial identities for integers $m \geq 0: \sum_{q=0}^{m} q^{s}(-1)^{q}\binom{m}{q}=0$ for $s=0,1, \ldots, m-1$ and $\sum_{q=0}^{m} q^{s}(-1)^{q}\binom{m}{q}=1$ for $s=m$, we have $\mathcal{L}(K, N, p, s, \omega, t)=0$ for $t \in\{1, \ldots, N-1\}$. By using the similar binomial identities, for $i=N$, we have

$$
\begin{align*}
& \mathcal{L}=\frac{(K N)!\left(\frac{z(2 s+\omega)}{p}\right)^{N} \mathrm{P}_{((K-1) N+1)}}{N!(N-1)!(N(K-1))!} \\
& \sum_{q=0}^{N-1} \frac{\binom{N-1}{q}(N(K-1)+q+1)^{N-1}}{(-1)^{N+q+1}} \tag{50}
\end{align*}
$$

For $i=t$ where $t \in\{N+1, \ldots, \infty\}, \mathcal{L}(K, N, p, s, \omega, t)$ may not be zero. Therefore, with the aid of this discussion, we prove (15) for Case IV with $\sigma_{i}^{2}=\omega$. By using above binomial identities and $\sum_{j=1}^{(K-1) N+1} \mathrm{P}_{(j)}=1$, and with similar mathematical manipulations, we can prove (15) for Case III with $\sigma_{i}^{2}=\omega$.

## B. Proof of Theorem 2-2)

Let us consider the following term in (9) which depends on transmit power $p$

$$
\begin{equation*}
\mathcal{J}_{p}=\frac{1}{\kappa \sigma_{f}^{2} \mu \sigma_{g}^{2}} \mathcal{J}\left(\kappa, \mu, a, b, \sigma_{f}, \sigma_{g}, \lambda_{u}, \lambda_{v}, z\right) \tag{51}
\end{equation*}
$$

We substitute $\sigma_{f}^{2}=\sigma_{g}^{2}=\sigma_{h}^{2}=1 ; a=b=\frac{p}{\sigma^{2}} ; c=\frac{1}{\sigma^{2}} ; d=$ $r \frac{p}{\sigma^{2}} ; \kappa=\frac{p / \sigma^{2}}{1+\sigma_{i}^{2} / \sigma^{2}}$ and $\mu=\frac{p / \sigma^{2}}{1+r p / \sigma^{2}}$.

1) Case I: In this case, we consider $\frac{\kappa}{a} \geq \frac{\mu}{b}$ scenario in (10) as $\sigma_{i}^{2}<r p$ may be more frequently valid in practice. By substituting corresponding terms in (51) into (10), we may have

$$
\begin{align*}
& \mathcal{J}_{p}=\frac{\left(\sigma^{2}+\sigma_{i}^{2}\right)\left(r p+\sigma^{2}\right)}{p^{2}}\left[\hat { \mathcal { I } } _ { 1 } \left(\frac{z}{1+\frac{\sigma_{i}^{2}}{\sigma^{2}}}, \frac{z}{1+\frac{r p}{\sigma^{2}}},\right.\right. \\
&\left.\frac{\left(r p+2 \sigma^{2}+\sigma_{i}^{2}\right)}{p(j+q)^{-1}}, \frac{\sigma^{2}}{\sigma_{i}^{2}}, \frac{\sigma^{2}}{r p}, r+\frac{\sigma^{2}}{p}\right)+\hat{\mathcal{I}}_{2}\left(\frac{z}{1+\frac{r p}{\sigma^{2}}},\right. \\
&\left.\left.\frac{z}{1+\frac{\sigma_{i}^{2}}{\sigma^{2}}}, \frac{\left(r p+2 \sigma^{2}+\sigma_{i}^{2}\right)}{p(j+q)^{-1}}, \frac{\sigma^{2}}{r p}, \frac{\sigma^{2}}{\sigma_{i}^{2}}, \frac{\sigma^{2}+\sigma_{i}^{2}}{p}\right)\right] . \tag{52}
\end{align*}
$$

For $\sigma_{i}^{2}=\omega$, the first term of (52) is from (10). Then, we can easily show that it approaches zero when $p \rightarrow \infty$. Further, the second term of (52) can be approximated for $\frac{1}{p} \rightarrow 0$ with the aid of (10) by using following two terms $\mathcal{J}_{p, 1}^{p}$ and $\mathcal{J}_{p, 2}$ which are given, respectively, as

$$
\begin{align*}
\mathcal{J}_{p, 1} \rightarrow & \frac{e^{-\frac{s(d z(j+q)+1)}{s+\omega}}}{d z(j+q)^{2}+j+q}\left(e^{\frac{s(d z(j+q)+1)}{s+\omega}}\right. \\
& \left.-e^{\frac{s}{s+\omega}}(d z(j+q)+1)+d z(j+q)\right)  \tag{53}\\
\mathcal{J}_{p, 2} \rightarrow & \frac{e^{-\frac{s(d z(j+q)+1)}{s+\omega}}\left(e^{\frac{s}{s+\omega}}(d z(j+q)+1)-d z(j+q)\right)}{d z(j+q)^{2}+j+q} . \tag{54}
\end{align*}
$$

We thus derive $\mathcal{J}_{p}$ in (51) as $\mathcal{J}_{p} \approx \mathcal{J}_{p, 1}+\mathcal{J}_{p, 2}$ which results in $\mathcal{J}_{p} \approx \frac{1}{r z(j+q)^{2}+j+q} \triangleq \mathcal{K}(\omega, r, z)$ and proves (16) for Case I with $\sigma_{i}^{2}=\omega$. For $\sigma_{i}^{2}=\omega p$, by substituting $\sigma_{i}^{2}=\omega p$ into (52) and following similar algebraic manipulations as in Case I with $\sigma_{i}^{2}=\omega$, we can prove (16).
2) Cases II-IV: Following similar manipulations as in Appendix B-B.1, we can prove Cases II-IV. By substituting corresponding terms in (51) into (11); (12); and (13), we can prove for Case II with $\sigma_{i}^{2}=\omega$ and $\sigma_{i}^{2}=\omega p$; Case III with $\sigma_{i}^{2}=\omega p$; and Case IV with $\sigma_{i}^{2}=\omega p$, respectively.
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[^0]:    ${ }^{1}$ The scenario $K>N$ should be treated separately due to a number of reasons. If each relay can help at most one user, in each coherence time, only $N$ users can be selected, e.g., random-user selection or best- $N$-users selection. If each relay can help more than one user, all $K$ users can communicate in every coherence time by jointly allocating relays and powers. If there are direct links, any user can communicate with its destination via either the direct link or a relay link where at least $(K-N)$ users can use their direct links, given that the direct-link carries useful information. Given these complexities, the scenario $K>N$ is beyond the scope of this paper and left as future research.

[^1]:    ${ }^{2}$ For AF relaying, the effective end-to-end receive SINR of user $k$ can be given by $\gamma_{k n}^{\mathrm{AF}}=\frac{\gamma_{k n, 1} \gamma_{k n, 2}}{\gamma_{k n, 1}+\gamma_{k n, 2}+1}$. Since this can be upper-bounded as $\gamma_{k n}^{\mathrm{AF}} \leq$ $\min \left(\gamma_{k n, 1}, \gamma_{k n, 2}\right)$, the results in this paper can be used as approximations for AF relaying, especially in moderate and high SINR regions.

[^2]:    ${ }^{3}$ If we assume different power levels for each node and/or distances between nodes, we have non-identical $\kappa$, and $\mu$ values. Then, the p.d.f. $f_{\gamma_{s}}^{(j)}(z)$ results from independent but non-identically distributed (i.n.i.d.) rvs ${ }^{\gamma_{s}}$ which adds significantly to the complexity.

