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Why Stochastic?
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• Possible reasons for stochasticity : 
• Inherent function noise
• Evaluation at random subsamples

• Stochastic/mini-batch Vs Batch GD 
• Suitable for Online Learning

• 𝑀𝑖𝑛 𝐸[𝐹(𝜃)] w.r.to θ
• Perspective Algorithms should average gradients 

over Mini-batches

Ref: Srebro, Nathan, and Ambuj Tewari. "Stochastic optimization for machine learning." ICML 

Tutorial (2010).



Gradient Descent Improvements
• The Problem with GD: 

𝜽𝒕 = 𝜽𝑡−1 − 𝛼𝑡∇ 𝐹𝑡−1
• Oscillations
• Stuck at flat portions

• Solutions : 
• Adaptive learning rates 
• Perspective Algorithms should average gradients over Mini-batches 
• General Pattern:
𝜽𝒕 = 𝜽𝑡−1 − 𝛼𝐺(∇ 𝐹𝑡−1… ∇ 𝐹0, ℎ𝑖𝑔ℎ𝑒𝑟 𝑚𝑜𝑚𝑒𝑛𝑡𝑠)

• E.g.
• Gradient Descent With Momentum
• AdaGrad
• RMS Prop
• Adam and Many more

• Why no simple/ Universal soln.?
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𝜽 = [𝑏;𝑤]

Ref:
Deep Learning, Andrew Ng (video Lectures)

Lecture 6.5 — Rmsprop: normalize the gradient [Neural Networks for Machine Learning]



Gradient Descent Improvements

• The Problem with GD: 
𝜽𝒕 = 𝜽𝒕−𝟏 − 𝛼𝑡𝛁 𝑭𝒕−𝟏

• Gradient Descent With Momentum:
• Motivation: to average out the 

gradient to reduce oscillations and deal 
with flat regions

𝒎𝑡 = 𝛽𝒎𝑡−1 + (1 − 𝛽)𝛁 𝑭𝒕−𝟏
𝜽𝑡 = 𝜽𝑡−1 − 𝛼𝒎𝑡

• Initialization: 𝒎0 = 0,< 𝛽 = 0.9 > b
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𝜃 = [𝑏;𝑤]

Ref: Deep Learning, Andrew Ng (video Lectures)



Gradient Descent Improvements

• The Problem with GD: 
𝜃𝑡 = 𝜃𝑡−1 − 𝛼𝑡∇ 𝐹𝑡−1

• Gradient Descent With Momentum

• AdaGrad
• Motivation: Adaptively scaling the gradient

𝑣𝑡 = σ∇ 𝐹𝑖
2 | 𝑖 = 0 𝑡𝑜 𝑡 − 1 Element wise

𝜃𝑡 = 𝜃𝑡−1 −
𝛼 ∇ 𝐹𝑡−1
𝑣𝑡 + 𝜖
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𝜃 = [𝑏;𝑤]

Ref: Deep Learning, Andrew Ng (video Lectures)

Duchi, John, Elad Hazan, and Yoram Singer. "Adaptive subgradient methods for online learning and stochastic optimization." Journal of machine learning research 12.7 (2011).



Gradient Descent Improvements

• The Problem with GD: 
𝜃𝑡 = 𝜃𝑡−1 − 𝛼∇ 𝐹𝑡−1

• Gradient Descent With Momentum

• AdaGrad

• RMSProp
𝑣𝑡 = 𝛽2𝑣𝑡−1 + 1 − 𝛽2 ∇ 𝐹𝑡−1

2

𝜃𝑡 = 𝜃𝑡−1 −
𝛼 ∇ 𝐹𝑡−1

√𝑣𝑡 b

w

𝜃 = [𝑏;𝑤]

Ref: Deep Learning, Andrew Ng (video Lectures)

Lecture 6.5 — Rmsprop: normalize the gradient [Neural Networks for Machine Learning]



Gradient Descent Improvements

• Gradient Descent With Momentum: Simple, Suitable for online 
algorithm

• AdaGrad: Works well with sparse gradients, popular for linear, less 
complex models

• RMSProp : Works fine for online and Non-stationary settings

Ref: Deep Learning, Andrew Ng (video Lectures)



Adam: Adaptive Moment Estimation

Ref: Kingma, Diederik P., and Jimmy Ba. "Adam: A method for stochastic optimization." arXiv preprint arXiv:1412.6980 (2014).

• Initialisations:
𝑚0 = 𝟎, 𝑣0 = 𝟎

• Bias correction to avoid 
bias towards 0

• 𝜖 to avoid divide by zero



Adam: Adaptive Moment Estimation

Ref: Kingma, Diederik P., and Jimmy Ba. "Adam: A method for stochastic optimization." arXiv preprint arXiv:1412.6980 (2014).

• Recommended Parameters
𝛽1 = 0.9

𝛽2 = 0.999
𝜖 = 10−8

𝛼 Needs tuning.

• Update Rule: 
(Step-size upper bounds)

Δ𝑡 = 𝛼.
𝑚𝑡

√𝑣𝑡

Δ𝑡 ≤ 𝛼.
1−𝛽1

√1−𝛽2
, iff

1−𝛽1

√1−𝛽2
>1

≤ 𝛼, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒



Thank You !!
Let us discuss …


