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Abstract

A high-performance Adjustable Radial Ejector (ARE) might be
capable of achieving optimum performance over a wide range
of operating conditions by changing the primary nozzle and
ejector duct throat areas during operation by altering the sep-
aration of the disk-like surfaces. Previous results show that
the simulations of a prototype radial ejector using a variety of
RANS turbulence models have not achieved consistently good
agreement with the experimental data across the range of ejec-
tor operating conditions. The present work describes new sim-
ulations of an ARE using Detached Eddy Simulation (DES) in
ANSYS FLUENT in conjunction with the DES k-ω SST tur-
bulence model. The influence of varying both the nozzle throat
separation (d = 0.39, 0.49 and 0.59 mm) and the duct throat sep-
aration (D = 2.3, 2.6, 3.0 and 3.5 mm) on the performance of an
ARE is assessed for different operating conditions. The results
show that smaller nozzle separations increase the entrainment
ratio, but decrease the critical back pressure. Larger duct sep-
arations do not always increase the entrainment ratio, but do
always yield a lower critical back pressure.

Introduction

Ejectors are regarded as a promising technology, because they
can be powered by a low-grade energy, such as solar energy and
waste heat [1]. One area of study that may improve the perfor-
mance of ejectors is the adjustable radial ejector (ARE) [2, 3].
In this configuration, the nozzle and duct geometry can be sim-
ply changed during operation and only marginal additional pres-
sure losses should occur as a consequence of adjustment. AREs
could be particularly useful as thermo-compressors in heat pow-
ered refrigeration and air conditioning systems exposed to fluc-
tuating temperature of both the heat source and cooled space.

An ejector with fixed geometry only works with high perfor-
mance in a narrow range of operating conditions. In axial ejec-
tors, the concept of adjustable geometry has been used to com-
pensate for the restricted performance at off-design conditions
by adjusting the nozzle axial position and/or changing the area
ratio using a spindle to change the axial position of a flow block-
age feature in the ejector duct. Many researchers have demon-
strated the potential benefits of variable geometry ejectors com-
pare to fixed geometry ejectors over varying operating condi-
tions [4, 5]. However, ejectors incorporating an additional flow
blockage feature must surely be inducing underwanted pressure
losses.

Many authors have employed computational fluid dynamic
(CFD) analyses of ejectors, with ANSYS FLUENT software
being predominantly used over the past two decades. Studies
have shown the importance of the turbulence model used in
CFD, and no general agreement has been achieved on the best
turbulence model for simulating ejector flows [6, 7]. A wide
range of the relative error between CFD results and experimen-
tal results for the entrainment ratio - between 3% and 25% - can

be observed in prior studies (see Refs. [6-10]).

The concept of a radial ejector was first proposed by Ng and
Otis [11] where the flow passages were defined by a spool, a
primary diffuser plate, and a secondary diffuser plate. A rotary
radial ejector was introduced by Garris et al. [12]. Tacina et al.
[13] investigated the performance of a supersonic radial ejector
with a rotary nozzle. Several issues for the rotary concept in-
cluding vibration, mechanical failures and the high costs of the
high precision components have been identified by Ababaneh
et al. [14]. Rahimi et al. [2, 3] carried out CFD analysis using
RANS turbulence models to investigate and optimise the per-
formance of a radial ejector. Simulations were carried out for
the radial ejector with different duct separations over different
operating conditions. However, the CFD results did not achieve
consistently good agreement with the experimental data across
the range of ejector operating conditions for the entrainment ra-
tio using RANS turbulence models.

The purpose of this work is to identify a CFD model offering the
best agreement between simulations and experiments and then
in future, to optimise the performance of ARE working with
air. The present work describes new simulations of an ARE
using DES turbulence models in ANSYS FLUENT. This com-
parison takes into account global parameters (entrainment ratio
and critical back pressure), and five different RANS turbulence
models have been compared with experimental results to assess
the range of agreement. This study focuses on the influence of
both nozzle separation and duct separation on the performance
of ARE using DES turbulence models. The main parameters
of the base prototype radial ejector used were 0.49 mm, 2.3 mm
and 72 mm for the nozzle separation, the duct separation and the
flow path length, respectively. Figure 1 shows the ARE config-
uration.

Figure 1: Schematic diagram of a prototype radial ejector show-
ing the relevant flow paths [2].

Detached Eddy Simulation (DES)

Hybrid RANS/LES approaches provide promising options for
improving the prediction of engineering separated flows at
reasonable computational cost. One of the most popular
RANS/LES methods is Detached Eddy Simulation (DES) pro-
posed by Spalart et al. in 1997 [15]. DES models have been



particularly designed to treat separated flows and to accommo-
date high Reynolds number wall bounded flows, where the cost
of a near-wall resolving LES would be prohibitive. The differ-
ence with the LES model is that it depends only on the required
RANS resolution in the boundary layers. The computational
costs of DES models is less than LES models, but greater than
RANS [16].

A major issue for optimal use of a DES approach is that the in-
terface between the RANS and LES regions depends on grid
spacing. RANS/LES transition within the boundary layer is
achieved by setting a fine mesh with a grid spacing much
smaller than the boundary layer thickness. The benefits of DES
over RANS is evident in two points: (i) RANS can be adjusted
to treat boundary layers and their separation well, but not in the
case of large separation regions; and (ii) time-resolved simula-
tions are often useful for engineering analysis in areas includ-
ing noise and vibration. The DES turbulence model in ANSYS
FLUENT offers five different options: DES Spalart-Allmaras,
DES Transition SST, DES BSL k-ω, DES Realizable k-ε, and
DES SST k-ω [16-18].

ANSYS FLUENT 18.1, was adopted to simulate the perfor-
mance of ARE. CFD simulations have been carried out for 2D
unsteady models with air as a working fluid in a compressible
axisymmetric model. The conservation equations were solved
using the density-based implicit solver method, and the con-
trolling equations of mass conservation, momentum conserva-
tion and energy conservation were in unsteady forms. The sec-
ond order upwind scheme was used to discretise the convective
terms. Five DES turbulence models and different five RANS
turbulence models (SST k-ω, BSL k-ω, Realizable k-ε, Spalart-
Allmaras, Transition SST) were tested under different condi-
tions to assess their performance in simulating ARE.

The primary/secondary flow inlets are defined as “pressure in-
let”, while the mixing flow outlet is set as a “pressure outlet”.
The fine mesh density was between 70,000 and 85,000 ele-
ments for all models. The flow is computed by setting the time
step size of 5×10−5 seconds; chosen after several attempts to
achieve stable solution. The number of time steps was set to
be 10,000 and the number of iterations per time step reporting
interval was set to be 100 to collect the unsteady statistics for
all models.

In order to better simulate the internal flow, a fine mesh density
is employed at locations with significant gradients such as in
the primary nozzle and mixing region by setting the mesh face
sizing. The boundary layer was defined by setting the mesh
inflation to attain the Y-plus value that was between 0.4 and 0.6
for both RANS and DES turbulence models, as shown in Figure
2.

Figure 2: Detail of the numerical grid for the ejector simula-
tions.

The following convergence criteria were adopted to ensure that
the solution results were accurate: (a) the relative residuals were

stable and less than 10−4; (b) the relative difference of mass
flow rates at the inlet and at the outlet was less than 10−6 kg/s;
(c) the area-weighed-average value for inlet pressure of primary
and secondary flow is constant, this point was discussed by Be-
sagni et al. [6, 10].

Figure 3 shows the results of a mesh independence test for ARE
at primary, secondary and outlet pressures of 200 kPa, 1.8 kPa,
and 2.84 kPa, respectively. Different mesh sizes consisting of
between 8,000 and 150,000 elements were produced using DES
k-ω SST. Figure 3 indicates a significant change in the entrain-
ment ratio as the number of elements in the mesh increase until
70,000 elements and only a very slight change in the entrain-
ment ratio as the elements of the mesh increase beyond 70,000
elements. Consequently, to conserve computing time, all of
the simulations were performed with approximately 70,000 to
85,000 elements.

Figure 3: Variation of entrainment ratio with number of mesh
elements.

Results and Discussion

The validation of the numerical model has been performed for
the base prototype radial ejector by using experimental data ob-
tained by Rahimi et al. [2, 3]. The prototype radial ejector
produced an experimental entrainment ratio of 0.29 ± 0.012
for the primary, secondary and outlet pressures of 200 kPa, 1.8
kPa, and 2.84 kPa, respectively. The CFD results shown a large
relative error for the entrainment ratio using RANS turbulence
models: relative errors for the entrainment ratio were approxi-
mately between 30% and 50%. Simulations using DES turbu-
lence models have achieved consistently good agreement with
the experimental results for the entrainment ratio. The relative
error for the entrainment ratio was approximately less than 2%
for all DES turbulence models except for the DES k-ε Realiz-
able, where the relative error was about 48%.

Figure 4 shows the Mach number contours of ARE obtained
by RANS and DES in conjunction with the k-ω SST turbu-
lence model. The simulation results show that the maximum
Mach number is around 4.5 for both models. However, compar-
ing contours of Mach numbers for both models, it is observed
that the DES k-ω SST simulates a subtantially different shock-
expansion structural in the free jet than the k-ω SST. The errors
for the simulated entrainment ratio relative to the experimental
data are approximately 30% and 0.8% for k-ω SST and DES
k-ω SST respectively. It is evident that the DES k-ω SST is less
symmetric than k-ω SST. The DES k-ω SST provides a better
simulation of the ejector performance which depends heavily
on the correct simulation of the mixing in the free shear layer,
relative to the k-ω SST. The improved simulation of separated



flow with a DES approach is consistent with that reported in
Refs. [16-19].

Figure 4: Contours of Mach number for SST k-ω (left) and DES
SST k-ω (right) turbulence models at primary, secondary and
outlet pressures of 200 kPa, 1.8 kPa, and 2.84 kPa, respectively.

Figure 5 displays the experimental entrainment ratio compared
to the entrainment ratio computed from the CFD model, for the
different DES turbulence models. According to the results, DES
turbulence models are able to simulate the ejector performance
in terms of entrainment ratio with acceptable errors that are con-
sistent with those reported in the literature [6-9]. The relative
error for the entrainment ratio is approximately less than 2%
except for the DES k-ε Realizable where the relative error is
about 48%. The entrainment ratio determined from CFD results
is very close to the experimental results with less than 0.8% rel-
ative error for DES k-ω SST. It is globally the most accurate
model in terms of mass flow rate simulation with about 0.3%
relative error for choked flow conditions. Therefore, DES k-ω
SST has been chosen to assess the performance of radial ejec-
tors. At off-design conditions, the situation is more complex
because the entrainment of the secondary stream depends more
strongly on the quality of simulations of the mixing [20, 21].
This results in increased difference between numerical and ex-
perimental results for off-design operation.

Figure 5: Variation of entrainment ratio with outlet pressure for
DES turbulence models for nozzle separation of 0.49 mm and
duct separation of 2.3 mm at primary and secondary pressures
of 200 kPa and 1.8 kPa respectively.

Figure 6 presents the effect of nozzle separation (d = 0.39, 0.49
and 0.59 mm) on entrainment ratio using the DES k-ω SST tur-
bulence model. The entrainment ratio increases by about 34%
when the nozzle separation decreases from 0.49 mm to 0.39
mm, while the critical back pressure decreases by around 13%.
The entrainment ratio decreases by about 17% when the nozzle
separation increases from 0.49 mm to 0.59 mm, but the critical
back pressure increases by around 15%. The ARE can achieve
higher entrainment ratio by decreasing the nozzle separation,
but yields a lower critical back pressure.

Figure 6: Effect of nozzle separation on ejector performance
for DES k-ω SST turbulence model at primary and secondary
pressures of 200 kPa and 1.8 kPa respectively.

Figure 7 presents the effect of duct separation (D = 2.3, 2.6,
3.0 and 3.5 mm) on entrainment ratio using the DES k-ω SST
turbulence model. The entrainment ratio increases by about
39% when the duct separation increases from 2.3 mm to 3.0
mm, but the critical back pressure decreases by around 35%.
The entrainment ratio decreases by about 16% when the duct
separation increases from 3.0 mm to 3.5 mm, but the critical
back pressure decreases slightly by around 2%. Therefore, the
performance reduces significantly when the duct separation is
larger than 3.0 mm. The entrainment ratio increases by about
16% when the duct separation increases from 2.3 mm to 2.6
mm, but the critical back pressure decreases by around 11%.
This affirms that larger duct separations do not always increase
the secondary flow rate to improve the entrainment ratio. This
allow a change in the secondary flow rate in both on-design and
off-design operation through controlling duct separation. The
ARE can achieve higher entrainment ratio by increasing the
duct separation, but yields a lower critical back pressure.

Conclusion

Numerical simulation using ANSYS FLUENT - CFD models
has been investigated for ARE. Simulations of a prototype radial
ejector were performed by RANS and DES methods. By assess-
ing the simulations against the experimental results for ejector
performance, DES k-ω SST was the most accurate model in
terms of mass flow rate predictions with about 0.3% relative er-
ror, for choked ejector operating conditions.

This study focused on the influence of both nozzle separation (d
= 0.39, 0.49 and 0.59 mm) and duct separation (D = 2.3, 2.6, 3.0
and 3.5 mm) on ARE performance. The results showed that the
maximum improvement of simulated entrainment ratio relative
to the experimental data, was about 34% with a nozzle sepa-
ration of 0.39 mm, while the critical back pressure decreased
by around 13%. The entrainment ratio increased by about 39%
for the duct separation of 3.0 mm, but the critical back pressure



Figure 7: Effect of duct separation on ejector performance for
DES k-ω SST turbulence model at primary and secondary pres-
sures of 200 kPa and 1.8 kPa respectively.

decreased by around 35%. The CFD results indicated that the
ARE has relatively high entrainment ratio and low critical back
pressure for both small nozzle separation of 0.39 mm and large
duct separation of 3.0 mm.

The results pointed out that the ejector performance using DES
turbulence models was reasonably predicted at on-design oper-
ation, whereas the numerical models poorly predicted the per-
formance of the ejector at off-design operation. Efforts are still
needed to further refine CFD investigations to design and op-
timise ARE using DES turbulence models for optimal perfor-
mance.
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