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Abstract

The fluid-flow problem relative to wave-energy conversion is
solved using a variety of methods, often including potential the-
ory, computational fluid dynamics (CFD) and/or wave-tank ex-
periments. Amongst them, CFD is highly valued for its accu-
racy and its capability to potentially replace the experiments at
a fraction of the costs.

Being a common engineering tool in many industries, its con-
tinuous evolution and recent availability of open-source codes
contribute to the popularity of the CFD method also in the field
of marine hydrodynamics. Though investigation of accuracy for
both tool and numerical solution involves a good amount of time
and resources (in addition to the already high base-costs of the
method), and often the verification activity is given low priority
during the wave energy converter (WEC) development phase.
While the current literature provides a good amount of CFD val-
idation and verification (V&V) examples for many fluid-flow
problems, only a small number of cases are found for marine
hydrodynamics that closely relate to wave energy devices. Fur-
thermore, those publications are mostly focused on validation,
that is the comparison of the numerical solution with experi-
mental data.

The use of CFD simulations to explore potential design solu-
tions is well accepted, therefore the uncertainty of numerical
results should matter. Here, the motion of a generic heave point-
absorber is simulated under the excitation of a regular sea-state.
The procedure described in the ”ASME V&V 20-2009” Stan-
dard is applied to the calculated solutions, for which spatial and
temporal discretisation uncertainties are estimated, along with
the influence of parameters relevant to the problem, e.g. the nu-
merical wave tank setup. The results of the solution verification
exercise are presented to allow increased certainty in the results
gained using CFD for wave energy studies.

While a specific WEC is studied in this work, the case stands as
a reference for other researchers. Also the method implementa-
tion is extendable to other devices.

Background

Calculations obtained from computer models should give a
good accuracy and implement the conceptual model without er-
rors. Although this outcome is the aim, the extent to which it is
met is often not quantified.

Terminology (and knowledge) in regard of Verification and Val-
idation (V&V) activities has been clarified with the contribu-
tion of several authors and organisations across the last several
decades, see for example [1, 18, 14, 15, 19] with more found
in the literature. Verification relates to the implementation of
the mathematical model, assessing the accuracy of a computed
solution in comparison to a known accurate one. Validation re-
lates to the suitability of a mathematical model to the physical
events it tries to emulate, assessing the computed solution in
comparison to experimental data.

Figure 1: WEC device schematic diagram

V&V are the primary means to assess accuracy and reliabil-
ity in computational simulations, though there are many exam-
ples in the literature where validation was claimed upon graph-
ical agreement of results, in fact providing a qualitative assess-
ment only, [15]. Perhaps for a variety of reasons, quantitative
V&V activities are not commonly reported, [20], even more so
amongst wave energy applications.

The five major sources of errors in CFD are, [15]: insuffi-
cient spatial discretisation convergence, insufficient temporal
discretisation convergence, insufficient convergence of an iter-
ative procedure, computer round-off, and computer program-
ming errors. The first 4 items are investigated through solu-
tion verification, while the programming errors are investigated
through code verification. This work is mainly focused on the
solution verification. The OpenFOAM code verification (i.e.
software testing) was not found in literature, and the code func-
tionality can only be appreciated through its many applications
found in the literature. Since the late 80’s, the Journal of Fluids
Engineering has introduced a ”Policy on the Control of Numer-
ical Accuracy” requiring papers to satisfy a list of ten criteria
in order to be considered for acceptance, [10]. Reviews of pro-
cedures/methods are found in [6, 17]. Several publications pro-
vide examples where V&V was applied, see [7, 8, 13] and more
are found in the literature.

Approach

OpenFOAM (version v1706) solvers interFoam and its variant
overInterDyMFoam were used to produce the numerical results
in this work. They are Finite Volume method solvers for two in-
compressible fluids, with Volume of Fluid (VOF) interface cap-
turing approach. The Reynolds averaged Navier–Stokes equa-
tions were solved with the PIMPLE algorithm, combining PISO
and SIMPLE iterative procedures, [16]. No code customisation
was required, and the cases were run with the original Open-
FOAM source code. The wave propagation was possible us-



ing the dedicated (velocity) boundary conditions implemented
in OpenFOAM, and described in [11]. The code allowed for
active absorption of (normal) waves at the boundaries, reducing
the reflection to levels equal or below 10% of the wave ampli-
tude.

Boundary conditions at solid walls generally considered zero-
gradient (Neumann) condition for the pressure, and no-slip
(Dirichlet) condition for the velocity. Inlet/outlet patches con-
sidered a pressure gradient corrected for mass conservation, and
velocities imposed by the wave field. The atmosphere (top)
boundary considered zero (atmospheric) pressure and zero ve-
locity gradient for an outward flow, while it used corrected pres-
sure with calculated normal velocity for an inward flow.

The numerical schemes generally considered a blended Crank–
Nicolson/Euler scheme for the time derivative, with 0.5 blend-
ing factor resulting in a theoretical order of 1.5. A second-order
vanLeer scheme was used for the convection of the volume frac-
tion (α), while a linear (central) scheme was used for the ve-
locity and the diffusion terms. Effects of different numerical
schemes were not assessed. Also, no turbulence model was ap-
plied for the presented cases.

The solution verification was performed according to the ASME
procedure [2], for which the main expressions are reported next.
A set of three grids N1,N2,N3 (fine to coarse) with representa-
tive mesh size h1,h2,h3 are required. A refinement factor is
defined as r21 = h2/h1. Denoting the i-th grid solution as φi,
the changes are defined as ε32 = φ3−φ2 and ε21 = φ2−φ1. The
observed method order is then given as p= 1

ln(r21)
|ln|ε21/ε21|+

q(p)| with q(p) depending on the grid refinements. The extrap-
olated solution is defined as φ21

ext = (rp
21φ1−φ2)/(r

p
21−1). The

approximate relative error is e21
a = | φ1−φ2

φ1
| from which the fine-

grid convergence index is calculated as GCI21
f ine =

1.25e21
a

rp
21−1 cor-

responding to the numerical uncertainty unum without assump-
tions on the error distribution.

Numerical Wave Tank

First, a two-dimensional numerical wave tank (NWT) was sim-
ulated. This case is relevant to assess the effects of different
input/settings to the wave propagation that is later used to esti-
mate wave-power absorption. Relevant references are [11] and
[9]. Numerical wave tank studies can be found in the literature,
for example [4] indicates mean diffusive errors within 10% of
the wave height after 15 periods.

This case considered a rectangular computational domain of
312m×22m, with 20m water depth. Tank length was chosen to
allow for at least two wave lengths (deep water). A single cell
in transverse (y) direction made the model two-dimensional in
OpenFOAM. Generally, the grid (regular) was discretised with
200 cells per wave length (deep-water) and 5 cells per wave
height, except for spatial-grid variations. The wave condition
was regular waves of 0.5m wave height and 10s peak period,
with a wave length of 121.2m. This case is considered inter-
mediate depth and a Stokes 2nd order theory is applicable. The
wave length is slightly shorter than a deep water case (156m).

Solution verification according to the ASME procedure [2] was
applied to the finer 568 x 321 grid. Fast Fourier Transform was
applied to the time signals, and presented solutions φi include
the main (1st) amplitude component only. The point-variables
of interest were: phase fraction (α), velocity (u), and pressure
(p). A probe (line) was located at mid-length (x = 156m) and a
depth of z = −2m was used to study velocity and pressure val-
ues. Simulated time accounted for 50 wave periods, with calcu-
lations generally using a time-step dt = 0.001s. Time discreti-
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Figure 2: NWT solution η at different cell aspect ratios
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Figure 3: NWT finer-grid solution of velocity u with error bars,
and theoretical profile

sation was observed using different time-step sizes of 0.0005,
0.001, 0.002s. A very small relative error was found for the
wave elevation η between the dt. A different influence was ob-
served in terms of velocity amplitudes, for which both mean
(zero-th) and first FFT component amplitudes presented oscil-
lations at larger time-step size, see figure 4.

In figure 3, the relative error is found in the range 6-10% from
the theoretical data. Note that the discretisation error bars in
figure 3 express the averaged computed order pave = 1.63.

η u w p
N1,N2,N3 91027, 45280, 22600

r 2
φ1 0.269 0.172 0.146 2436
φ2 0.269 0.172 0.146 2450
φ3 0.269 0.174 0.147 2429
p 1.74 2.00* 2.00* 0.57

e21
a 0.10% 0.05% 0.47% 0.57%

GCI21
f ine 0.05% 0.10% 0.02% 1.47%

Table 1: NWT spatial discretisation uncertainty

* Observed method order limited to theoretical value.

Heave Decay Test

This case considered heave motion decay for a floating cylinder.
It is relevant to explore the moving mesh features (overset grid),
and further increase confidence in the CFD model leading to
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Figure 4: NWT per-wave solution of velocity u for timestep
variation

the WEC device simulation. Reference case and experimental
damping coefficients are taken from [21]. The theory in regard
of the heave motion decay analysis is well described in [12].

The three-dimensional rectangular domain (16m× 8m× 4m)
consisted of a mixed grid with 96% hexahedral cells. A float-
ing cylinder (diameter D=0.457m) was placed halfway the tank
length. And a longitudinal symmetry plane divided the domain
in two halves reducing the computational costs. The grid size
was approx 100cells per wave length and 5cells per wave height
near the free surface, with coarser cells’ height towards the bot-
tom. The cells were further split near the cylinder surface.

The cylinder was constrained to move in heave only. It was
initially displaced of a set amount, and released at the simula-
tion start. The oscillation amplitude dissipated with time until
it reached the equilibrium. This simulation differed from the
original experiments where the cylinder was forced to oscil-
late. A discrepancy may be found in regard of the KC number
(KC = 2πx/D), computed from the FFT amplitude of the first
oscillation period, though it was deemed sufficient to verify the
overset grid implementation for the purposes of this exercise.

The main parameter of interest was the position of the cylin-
der (centre of mass) in time. From its history, a solution to the
equation of motion z̈+ 2κω0ż+ω2

0z = 0 can be obtained and
the damping coefficient computed, [12]. The verification con-
sidered three systematically refined grids applied at two differ-
ent initial displacements. The grid refinement factor was r = 2,
considering the cells’ volume.

Considering the damping coefficient, the minimum computed
order of the method was 1.26 corresponding to a maximum GCI
of 4.7%. In terms of oscillation frequency, the resulting range
was 0.425-0.439Hz accounting for a maximum relative error of
6.6% in comparison to 0.41Hz from [21].

WEC Device

A wave-energy device model (see figure 1) was built and sim-
ulated considering observations from previous cases. It consti-
tutes the core case of this work.

The device geometry and work principle are adopted from the
case Bref-SHB included in [3]. It originates from an earlier ver-
sion of the CETO technology from Carnegie Clean Energy [5].
The WEC consisted of a submerged buoy (diameter D=7m)
tethered to the bottom floor. Its motion, mainly surge and
heave, activates a power take-off unit from which energy is col-
lected and/or stored. The linear PTO unit provided the restoring
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Figure 5: Floating cylinder damping coefficient in heave, and
relative GCI band

spring and damping with set values of KPTO = 120kN/m and
BPTO = 60kN/ms, respectively [3].

The computational (3D) domain size was 180m× 45m× 24m,
with a water depth of 20m. A longitudinal plane of symmetry
was adopted, therefore constraining the buoy motion in-plane
only. Rotations were also constrained to improve the simulation
stability. The mesh was produced with the OpenFOAM built-
in module snappyHexMesh, and it contained mostly hexahedral
cells (99%). The domain was sized to accomodate two wave
lengths (λ= 88.8m), and the finer grid discretised with 200 cells
per wave. Though, substantial refinement was applied to cells
height in the (calm) free-surface region and around the buoy
surface.

A mild regular wave condition was imposed, with a wave height
of 0.5m and a period of 8s.

The main observed quantities were the buoy position (x) and its
surface load (F). The method used to produce the grid was dif-
ficult to tune in terms of cell size consistency, although it aimed
at systematic refinements. Some discrepancies were found for
the cells’ volume in relation to the goal refinement, therefore
the median cell volume was used in this case. Simulation in-
stabilities were encountered for some of the grids, hence it was
necessary to adopt the Euler time scheme corresponding to a
formal order p = 1.

Although five grids were simulated with a number of cells in the
range 1.7–0.4M, the grids (2,3,4) presented better convergence
for the variables of interest x and F, therefore it was used for
computing the numerical uncertainty, see table 2 and figure 6.
Point-variables wave elevation η, flow velocity u and pressure
p presented monotonic convergence for the grids (1,2,3).

mag(x) mag(F) η u p
N1,N2,N3 1.24M, 0.87M, 0.61M 1.67M, 1.24M, 0.87M

r 1.40 1.40
φ1 0.323 8208 0.225 0.206 1950
φ2 0.309 8383 0.235 0.205 2054
φ3 0.254 6535 0.292 0.299 3726
p 2.00* 2.00* 2.00* 2.00* 2.00*

e21
a 4.52% 2.14% 4.49% 0.61% 5.34%

GCI21
f ine 5.89% 2.78% 5.85% 0.80% 6.95%

Table 2: WEC device spatial discretisation uncertainty

Simulated time accounted for 50 wave periods with a timestep
dt = 0.01s. Time discretisation was observed using different
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Figure 6: WEC’s motion amplitude (empty markers for dis-
carded grids)

step sizes of 0.001, 0.002, 0.005 and 0.01s. Convergence for
temporal refinements was monotonic for position and oscilla-
tory for pressure load magnitude with a maximum observed
GCI less than 1% for the smaller timestep, which resulted in
a coarse-timestep uncertainty of 5.6% in this case.

Conclusions

A verification exercise following the ASME Standard was per-
formed for a wave energy converter. The numerical model was
built in steps, facilitating the path leading to the transient sim-
ulation using the built-in OpenFOAM overset (dynamic) mesh
capability. Initially, a 2D numerical wave tank and a 3D heave
decay test for a floating cylinder were simulated, both resulting
in numerical uncertainties within 10% for a theoretical method
order of 2. Finally, the wave device was simulated. Difficulties
in solution convergence were observed at different levels and
even for its finer grids. Spatial and temporal uncertainties for
the integral variables, position (x) and force (F), were estimated
to be up to 6%. Further work to extend this study of numerical
uncertainties is planned, including the application of different
verification procedures to overcome the issues related to grids
with problematic convergence.
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