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Simulation of Droplet Impact and Spreading using a Simple Dynamic Contact Angle Model
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Abstract

Numerical simulations of droplet impact have been performed

using a two-phase VOF-based solver. Comparison with exper-

imental data for droplet shape, maximum diameter and min-

imum height is reasonable. Simulation results for maximum

droplet diameter, for a range of conditions pertinent to inkjet

printing, have been compared with several empirical correla-

tions; none of the correlations capture all of the results particu-

larly well.

Introduction

The impact and subsequent spreading of a droplet on a solid

surface is encountered in many situations of practical impor-

tance, for example, inkjet printing, 3D additive manufacturing

and spray coating.

The amount of areal coverage provided by a single droplet is

an important factor in these industrial settings: it is commonly

characterised by the ratio of the maximum dot diameter to the

initial droplet diameter, D∗, often called the spreading or splat

factor.
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Figure 1: Schematic showing contact angle definitions.

Droplet Spreading Factor

Several researchers have examined how D∗ varies with droplet

properties, and the resulting values have been correlated in

terms of the Reynolds and Weber numbers, Re and We, respec-

tively:

Re =
ρdU0dd

µd

(1)

We =
ρdU2

0 dd

σd

(2)

Here, ρ is density, U0 is initial droplet velocity, d is diameter, µ

is viscosity, σ is surface tension and the subscript ‘d’ refers to

droplet properties.

Asai et al [1] correlated their experimental data for D∗ in the

form:

D∗ = 1+aWe0.5 exp
(

−bWecRe−d
)

(3)

where a = 0.48, b = 1.48, c = 0.22 and d = 0.21. Toivakka [19]

fit results from numerical simulations in a similar form with

a = 13.51, b = 4.28, c = 0.072 and d = 0.043. Bayer and

Megaridis [2] and Scheller and Bousfield [18] proposed corre-

lating data using:

D∗ = e
(

ReWe1/2
) f

(4)

where e = 0.72 and f = 0.14 for the former and e = 0.61 and f

= 0.166 for the latter. Roisman [17] presented a two-parameter

correlation of experimental data with the terms coming from an

analysis of different flow regimes:

D∗ = gRe0.2 −h
Re0.4

√
We

(5)

with g= 0.87 and h= 0.47. Feng [7] found g= 1.0 and h= 0.35

provided a better fit to his simulation predictions.

None of these expressions included the effect of the contact an-

gle. Pasandideh-Fard et al [16] proposed the following expres-

sion, based on conservation of energy and an assumption of ax-

isymmetric stagnation point flow in the liquid:

D∗ =

√

We+12

3(1− cosθa)+4
(

We/
√

Re
) (6)

Feng suggested multiplying equations 5 and 6 together to pro-

vide better estimates of simulated spread factors than either

equation by itself.

Empirical correlations can provide design estimates of D∗ for

the range of parameters from which they were developed. Each

droplet deposition system will have its own characteristics, of-

ten outside the parameter values used in the correlation. Nu-

merical simulation allows the designer to estimate D∗ for all pa-

rameter values. Some earlier numerical investigations of droplet

impact and spread are presented and discussed below.

Most numerical investigations of droplet impact and spreading

have used the volume-of-fluid (VOF) method [10] and some

kind of model for the dynamic variation of contact angle with

interface velocity. The models normally define a dynamic an-

gle, θd , as a function of some combination of the equilbrium,

advancing and receding angles, θe, θa and θr, respectively; see

figure 1 which shows how these angles are defined.

Pasandideh-Fard et al [16] used a finite-difference Navier–

Stokes solver together with a VOF model, to simulate their ex-

periments for a droplet with Re = 2000, We = 27.8. They found

the numerical results which used the measured contact angle as

a function of interface velocity to agree better with the data than

a calculation which assumed the contact angle to be constant,

equal to the equilibrium contact angle. Toivakka [19] used a

finite-volume VOF-based solver to compute droplet spread, and

assumed a constant, equlibrium contact angle. The main focus

in that paper was the impact of shear-thinning rheology, and pa-

per motion. Yokoi et al [21] used a finite-volume code together



with a coupled level set / VOF model to simulate droplet im-

pact with Re = 2280 and We = 32. They combined a simple

switching model:

θd =

{

θa, if Uw ≥ 0

θr, if Uw < 0
(7)

where Uw is the velocity near the wall, normal to the interface,

together with the Voinov–Cox [20, 5] model, derived from lu-

brication theory:

θ3
d = θ3

e + kCa (8)

where Ca = µU/σ is the capillary number, the parameter k =
72 [12]. Gujjula [9] compared the data of Pasandideh-Fard et

al with results from a finite-volume solver using a VOF model

together with a number of different dynamic contact angle mod-

els: Voinov–Cox, equation 8, Jiang et al [13] and Bracke et

al [4]. The second and third models are empirical fits to experi-

mental data:

cosθd = cosθe −2(1+ cosθe)
√

Ca (9)

and,

cosθd = cosθe − (1+ cosθe) tanh4.96Ca0.702 (10)

respectively. Gujjula found these models to underpredict the

measured spread with time. Feng [7] used finite-volume / VOF

simulations together with the dynamic contact angle model im-

plemented in the OpenFOAM library:

θ = θe +(θa −θr) tanh

(

Uw

Uθ

)

(11)

where and Uθ is a characteristic velocity scale. Feng assumed

θa = 95◦, θr = 85◦, and θe = 90◦. The simulations results com-

pared well with empirical correlations.

All of the above investigations considered axisymmetric flow

domains. Fujimoto et al [8] compared experimental data for

Re = 1570 and We = 56 with result from a three-dimensional

finite-difference solver with a VOF model, assuming a simple

switching dynamic contact angle model, equation 7. They ob-

tained very good agreement between simulation and experiment

for a range of different impact angles.

Inspection of the abovementioned dynamic contact models in-

dicates issues with some of them. For equations 8, 9 and 10, the

expressions are invalid for values of Ca near to or just less than

zero; that is during the region applicable to droplet retraction.

Equation 11 has asymptotic values of θe ± (θa −θr), which

could lead to unphysical values if the second term is greater

than the first. The one model which gives reasonable values for

all Ca is the switching model, equation 7.

Summary of Paper

Here, we have conducted numerical simulations using the two-

phase flow solver interFoam [15, 6], part of the OpenFOAM

library. The dynamic contact angle is modelled using a simple

switching condition:

θd =







θa, if Uw > 0

θe, if Uw = 0

θr, if Uw < 0
(12)

We have chosen to slightly modify the switching model from

the one used by Fujimoto [8] et al to permit the free-surface

to adopt the equilibrium angle in contact with the solid when

motion ceases. The method is compared against the experi-

mental data of Fujimoto et al for a dd = 0.56 mm diameter

droplet impacting a solid surface normally with a velocity of

U0 = 2.7 m s−1. A series of simulations are then performed for

a range of Re and We of interest to inkjet printer designers, and

the values of the maximum spreading factor are compared with

empirical correlations.

Numerical Methods

Governing Equations

In the interFoam solver, the continuity and Navier–Stokes equa-

tions, equations 13 and 14, respectively, are solved together

with a transport equation for the volume-fraction of liquid, α,

equation 15 [10].

∇ ·U = 0 (13)

ρ
DU

Dt
=−∇p+ρg+∇ ·µ

(

∇U+∇U
T
)

+Fσ (14)

Dα

Dt
= 0 (15)

Here U = velocity-vector, t = time, p = pressure, g = gravita-

tional acceleration, and Fσ = surface tension body forces.

The fluid properties are calculated as the volume fraction

weighted-average:

ρ = αρl +(1−α)ρg (16)

µ = αµl +(1−α)µg (17)

where α is one in the liquid phase, zero in the gas phase and

takes intermediate values near the interface; the subscripts ‘l’

and ‘g’ refer to the liquid and gas phases respectively.

The surface tension body force is modelled using the continuum

surface force method [3]:

Fσ = σkn (18)

where σ = liquid-gas surface tension coefficient, k = ∇ · n =

interfacial curvature and n = ∇α/|∇α| is the interfacial norm,

which only takes non-zero values at the interface.

The interface between the phases is typically smeared over sev-

eral cells in the standard VOF method. To provide sharper in-

terfaces, interFoam adds an additional compression term to the

LHS of Equation 15: −∇ [α(1−α)Ur]. The artificical com-

pression velocity is given by:

Ur = n f min

[

Cγ
|φ|
|S f |

,max

( |φ|
|S f |

)]

(19)

where n f is the vector normal to the cell surface, φ is the mass

flux and S f is the cell surface area. The compression coefficient,

Cγ, sets the level of compression; if it is equal to zero, there is

no compression, whilst setting it to one gives a balance between

interface compression and unwanted parasitic currents [6, 11].

Here, we have used Cγ = 1.

The transient terms are solved using Crank–Nicolson time-

stepping, and the time step is set using a maximum Courant

number of 0.2. The spatial terms are discretized using second-

order centred-differencing. Pressure coupling is achieved using



the PISO method. The pressure equation is solved using the

diagonal incomplete-Cholesky preconditioned conjugate gradi-

ent method. The velocity and VOF equations are solved using

the symmetric Gauss–Seidel method; the interface compression

term is solved using the MULES technique [15].

For the initial calculations, the computational domain was sim-

ilar to that used by Fujimoto et al [8]: a half-domain (3dp ×
1.5dp ×1.5dp) with symmetry at y = 0. The number of cells in

the x- and y-directions are 160 × 80, with a uniform cell-size.

In the z-direction, 128 cells are used, and stretching is applied

from the wall outwards, with a total stretching factor of approx-

imately 4.34. In later simulations of droplets with properties of

interest to inkjet printing, we use the same mesh, scaled to the

initial droplet size.

At the wall, no slip conditions are applied to velocity, together

with zero gradient for pressure, which includes a correction for

surface tension terms. The boundary conditions on the volume

fraction are set using the simple switching dynamic contact an-

gle model, equation 12. This required two minor modifications

to the existing dynamic contact angle model in OpenFOAM: (i)

change the sign of the computed wall velocity, so that flow to-

wards the lighter phase is positive, and thus contact angles are

defined as in figure 1; and, (ii) modify the returned value:

return theta0_

+ (thetaA_ - theta0_) * pos(uwall)

+ (thetaR_ - theta0_) * neg(uwall);

At the top and side boundaries, the pressure is held constant

during outflow, whilst the total pressure is constant during in-

flow. At these boundaries, zero gradient conditions are applied

to the normal velocity, with the tangential velocity set to zero.

Fujimoto et al specified the air and water density as 1.2 kg m−3

and 1000 kg m−3, respectively. Given values of Re and We,

we can deduce values for the water viscosity and surface ten-

sion. The viscosity of air is estimated from Sutherland’s law at

25◦C to be 18.41 µPas. Consistent with the original paper, we

have included the effects of gravity, even though the value of

the Bond number is much less than unity.

Results

Comparison with Experimental Data

The simulated droplet shape is compared with experimental

droplet visualization data in figure 2. Overall, the comparison

is fair, although there are some details which are not faithfully

captured; for example, the predicted height in the second instant

is lower than the measured value.

A more quantitative comparison is presented in figure 3, which

compares the normalized droplet diameter and height as a func-

tion of time for the earlier experiments and simulations (on the

finest mesh) with the present simulations at three different resu-

lutions. Overall the comparison between the current numerical

predictions and the data is reasonable, but not as good as the

Fujimoto et al simulation. For example, the difference between

the experimental and numerical peak value of D∗ is less than

1% for the Fujimoto et al simulations, and approximately 2%

for the current computations.

Effect of Reynolds and Weber Numbers in Memjet Systems

Memjet have developed a variety of inkjet platforms which pro-

duce droplets with diameter, velocity and material properties

such that 15≤Re≤ 240 and 8≤We≤ 392. Thus it was decided

to perform a matrix of simulations with Re = (15, 60, 240) and

Figure 2: Comparison of experimental droplet visualization

(left) with current numerical predictions (right).
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Figure 3: Normalized diameter and height as a function of time.

We = (8, 56, 392). We assumed contact angles typical of ink

formulations on a highly wettable surface: θa = 60◦, θr = 5◦,

and θe = 10◦. The normalized values of maximum diameter

and minimum height, D∗ and H∗, are presented in table 1 for

the matrix of simulation cases.

Table 2 compares the average difference between the simulation

results and each of the theoretical correlations presented in the

Introducton. None of the correlations is able to capture all of

the data very well, although the ones from [1, 19, 7] seem to

perform a little better than the others.

Discussion and Conclusions

The comparison between the current simulation model and the

data of Fujimoto et al [8] shows very little difference between

the results obtained on three successively refined meshes: the

maximum values of D∗ were 2.59, 2.61 and 2.62 for 80×40×
64, 160×80×128 and 320×160×256 meshes, respectively.

Empirical correlations did not seem to provide good estimates

of the droplet spread factor from simulations. It is possible,

however, to vary the fitting parameters to provide a better fit.

For example, considering equation 3, the four fitting parame-

ters can be optimized: a = 1.672, b = 1.342, c = 0.1544 and

d = 0.02362. Using equation 3 with these parameters gives

an average error of approximately 4%, compared with approxi-



Re We D∗ H∗

15 8 1.78 0.29

15 56 2.08 0.18

15 392 2.46 0.13

60 8 1.89 0.27

60 56 2.04 0.19

60 392 2.38 0.13

240 8 2.16 0.11

240 56 2.42 0.15

240 392 2.71 0.11

Table 1: Summary of resulta of simulations of droplet impact

for a range of parameters of interest.

Ref. Difference (%)

[1] 28

[19] 20

[2] 30

[18] 32

[17] 51

[7] 18

[16] 48

[7] & [16] 37

Table 2: Comparison average difference between values of D∗

for current simulation and empirical correlations from different

investigators.

mately 28% for the original parameters.

The numerical simulations using a simple switching dynamic

contact angle model, equation 12, are in good agreement with

experimental data, and allow the inkjet printer designer to esti-

mate spread factors for the various different droplet properties

considered here.
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