Hydrodynamic Measurements on the Joubert Hull in the AMC Cavitation Tunnel with CFD Determined Blockage Corrections
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Abstract

The Joubert generic submarine geometry and its derivatives are currently the subject of computational studies in over six countries interested in comparing simulation techniques for diesel electric submarine hulls. This paper presents the second set of flow measurements at comparable and higher Reynolds numbers to the existing available measurement set. This new data set allows increased confidence in the use of the Joubert generic submarine geometry for Computational Fluid Dynamic (CFD) studies.

Measurements were taken in the Australian Maritime College’s (AMC) cavitation tunnel on the hull of a 1:52 scale generic bare hull Joubert submarine model, oriented at zero degrees incidence. Surface pressure and skin friction measurements were collected at a range of Reynolds numbers. Boundary layer velocity and turbulence intensity surveys were performed at a number of positions aft of the hull. A wake survey was taken at the propeller plane for the bare hull with, and without, the aft control surfaces.

The hull’s cross sectional area created an 8.5% solid blockage ratio in the test section. Blockage corrections were performed using CFD simulations of the bare hull as mounted within the test section and additionally in a low blockage domain. The results from these two CFD domains were used to provide full field blockage corrections to the measurements.

Introduction

The Joubert submarine geometry [7] is the focus of a computational and experimental fluid dynamics initiative to study fluid flow around a generic diesel submarine. Measurements of hull static pressures, skin friction and wake velocities were performed in the Australian Maritime College (AMC) cavitation tunnel at higher Reynolds numbers than have been obtained in other facilities to date [1].

The AMC cavitation tunnel is a closed circuit variable pressure water tunnel with a test section that can operate at pressures between 4 kPa and 400 kPa absolute and speeds of 2 m/s to 12 m/s [3]. The 2.60 m long test section has a 0.600 m x 0.600 m cross-section at its entrance. The bottom wall of the test section has a 0.44° slope to compensate for boundary layer growth in order to maintain a constant core velocity in the test section.

Figure 1. Bare Joubert model with aft control surfaces (AC) mounted in the AMC cavitation tunnel test section.

The bare Joubert hull consists of an ellipsoid nose, cylindrical mid-section and a parabolic stern. The model was machined from aluminium and hard anodised with a surface roughness of less than 0.8 μm. The model was mounted on the test section ceiling via two inline support foils (NACA0016). The Joubert hull has a length, L, of 1350 mm and a maximum diameter of 184.6 mm.

The model features a number of replaceable sections allowing a variety of appendages to be added. The model was mounted with the hull axis 20 mm above the test section centreline (Figure 1). For this series of measurements two configurations were tested; the bare axisymmetric model denoted “bare” in the data, and the bare model with aft control surfaces attached denoted “AC”.

The model was fitted with a ‘CADcut’ adhesive dot trip strip located at a length fraction of x/L=0.05. This location has a minimum estimated momentum thickness Reynolds number (Reθ) of 230 at the lowest expected Reynolds number of 5.6x10⁶. The trip dot height was measured at 92 μm, approximately 150% the boundary layer momentum thickness at that point. The overall solid blockage ratio, including support foils, was estimated at 8.5%.

Measurement Methods

The Joubert submarine model was fitted with 35 surface pressure tappings, 21 on the upper side and 7 on each of the port and starboard sides. The tappings were drilled perpendicular to the surface and were connected via a scanning valve to a Validyne DP15-42 differential pressure transducer, located outside of the test section. The sensor was referenced to the free stream static pressure taken at the test section entrance. Data was sampled at 1024 Hz for 10 s to obtain a mean pressure coefficient (CP) defined as,

\[ C_P = \frac{P - P_{\text{static}}}{\frac{1}{2} \rho \overline{V}^2} \]  

where P is the surface pressure, P_{static} is the static pressure at the test section entrance and q is the test section inlet dynamic pressure.

The skin friction coefficient (CF) was determined from Preston tube measurements using Head and Ram's calibration [6]. This returns the wall shear as a function of the pressure difference between a Preston tube and the local surface pressure, as per the equation:

\[ C_F = \frac{\tau_w}{q} = \frac{f(P_{\text{tube}} - P_{\text{static}})}{q} \]  

where \( \tau_w \) is the wall shear stress, \( P_{\text{tube}} \) is the pressure at the Preston tube and \( P_{\text{static}} \) is the surface pressure interpolated to the Preston tube tip location. This calibration does not provide any guidance on its usage on axisymmetric bodies. A reasonable assumption is that the use of this calibration is appropriate when
the local hull radius, \( R_s \), is much larger than the Preston tube diameter.

The Preston tubes were manufactured from thin walled stainless steel tube with an OD and ID of 0.5 mm and 0.4 mm, respectively. The Preston tubes were adhesively mounted via a streamlined plastic fairing over the surface pressure ports (Figure 2). The streamlined plastic fairings were manufactured from acrylic using a 3D printer with a resolution of 16 μm.

Flow velocity was determined from total and static pressure measurements obtained with fast response pressure probes [4] positioned using an automated 3D traverse. Measurements were taken at the same locations with both a static and a total pressure probe head. The 0.7 mm (OD) probe tip was aligned with the test section’s axis (\( x \) direction). The probe housed an Entrant EPB-B01-7B-Z2 fast response pressure transducer, measuring the differential between the probe tip and the free-stream static pressure at the test section wall. The instantaneous non-dimensionalised \( x \) component of the velocity at location “\( i \)”, (\( u_{xi} \)), was determined from the total and mean static pressure measurements at that location, as shown in equation (3):

\[
\frac{u_{xi}}{U_\infty} = \frac{P_i - P_s}{q_\infty} = \frac{P_{3i} - P_{3\infty}}{q_\infty} - \frac{P_{1i} - P_{1\infty}}{q_\infty}
\]

where \( u_{xi} \) is the instantaneous \( x \) component of velocity at the \( i \)th location, \( U_\infty \) is the test section inlet velocity, \( P_i \) is the total pressure at the probe tip, \( P_s \) is the pressure measured with the static probe at the same location and \( P_{3\infty} \) is the transducer reference static pressure at the test section wall.

For this series of measurements all probe samples were taken at a Reynolds number of \( 12 \times 10^6 \) with a 16.4 kHz sampling rate for 20 s. The output of the fast response pressure probe was digitally filtered using a low pass, first order Bessel filter with a 2 kHz cut off frequency.

Boundary layer profiles were measured on the bare hull (Figure 3, top) at four locations along the rear of the model (\( x/L = 0.92, 0.94, 0.96 \) and 0.98). Circumferential surveys were made in the \( x/L = 0.98 \) plane about the bare and partially appended models (Figure 3, bottom). The radii locations were \( r/R_{max} = 0.3, 0.4, 0.5, 0.6 \) and 0.7, where \( R_{max} \) is the maximum hull radius and \( r \) is the radius of the measurement location.

The distance of the boundary layer measurement from the hull surface was non-dimensionalised by the maximum hull radius \((r/R_{max})\). The line of measurements approached the submarine normal to its axis and at an angle of 135° relative to the support foils (Figure 3, top). This allowed the probe to travel further out into the free-stream.

The temporal resolution of the fast response pressure probe was sufficient to allow the measurement of the turbulent fluctuations. The single component of the turbulence intensity was then found from equations (3) and (4). The Reynolds Averaged Navier Stokes (RANS) turbulence model used in the CFD modelling does not determine the turbulent component directions and so has been shown as the total turbulent intensity:

\[
\frac{u'_{xi}}{U_\infty} = \frac{(u_{xi} - u_{\bar{x}i})^2}{U_\infty^2} = \sigma_{(u_{xi})}^2 \approx \frac{(u_{xi} - U_\infty)}{U_\infty} = \sigma_{(u_{xi})}^2
\]

where \( u'_{xi} \) is the \( x \) component of unsteady velocity at the \( i \)th location and \( \sigma \) is the standard deviation.

The unsteady velocity is calculated from the instantaneous total pressure, which is given by:

\[
P_T = \frac{\rho}{2} ((u_x + u'_x)^2 + (u_y + u'_y)^2 + (u_z + u'_z)^2) + P_i + p'
\]

where \( p' \) the fluctuating component of the static pressure.

If the total head probe, using a squared off tip, is aligned with the flow to within approximately 10°, the total pressure will be correctly measured [2]. If \( (u_x + u'_x) \ll (u_y + u'_y), (u_z + u'_z) \) and the probe is aligned with the \( x \) axis then only \( u'_x \) makes a significant contribution to the unsteady component measured by the probe. Thus when the probe is aligned with the \( x \) axis and if the unsteady component of the static pressure is assumed to be negligible:

\[
u_x + u'_x = \sqrt{2(P_T - P_i)/\rho}
\]

The approximation of neglecting \( u'_y, u'_z \) and \( p' \) should result in a small overestimation of \( u'_x \). This overestimation may increase close to a surface as the reduction in the magnitude of \( u_x \) near the wall may result in the condition \( (u_x + u'_x) \ll (u_y + u'_y), (u_z + u'_z) \) no longer being met.

### CFD Simulation

The CFD domains of the bare hull model with support foils were created to provide novel blockage corrections and increased insight into the flow. These simulations featured the same central geometry, including support foils, with one mesh domain sized to reflect the confined environment of the AMC cavitation tunnel’s test section and a second larger, less bounded environment. Both simulations were solved with an inlet velocity set so the Reynolds number based on hull length was \( 12 \times 10^6 \). The inlet turbulent intensity and turbulent viscosity ratio were set to 0.5% and 10 respectively. An incompressible RANS solver was used as described by Ellis et al. in a complimentary paper [5]. The low blockage domain featured the same central geometry as the test section domain, with the walls extended outwards to give a solid blockage ratio of 0.49%. Experimental methods of blockage correction, such as measurement of the streamwise pressure gradient on the test section wall, were not used due to the difficulty of obtaining these measurements in the cavitation tunnel.

### Results

Surface pressure coefficient distributions are shown in Figure 4. Measurements were also conducted at Reynolds numbers between \( 6 \times 10^5 \) and \( 16 \times 10^5 \). The surface pressure coefficient distributions for Reynolds numbers at or greater than \( 10 \times 10^6 \)
showed negligible difference with increasing Reynolds number. A surface pressure coefficient blockage correction was calculated from the difference in surface pressure coefficient, \( \Delta C_p \), between the test section and low blockage domain simulations as:

\[
\Delta C_p = C_{p,LB} - C_{p,TS}
\]

(7)

where the subscripts LB denote the low blockage domain and TS the tunnel test section domain. This correction is a function of \( x/L \).

The blockage corrected measurements from the cavitation tunnel in Figure 4 show good agreement with the DST Group low speed wind tunnel data [1]. The tests in both facilities placed boundary layer trips at \( x/L = 0.05 \). There is a discrepancy with the wind tunnel data at the last measurement location. The wind tunnel results at the last measurement location may have been influenced by their support pylons as the curve shape differs significantly from the other data sets.

![Figure 4. Comparison of surface pressure coefficient distribution for the Joukett geometry from results from the AMC cavitation tunnel, CFD [5] and the DST Group wind tunnel [1]. Uncertainty in \( C_p \pm 0.01 \) for AMC measurements.](image)

Figure 4. Comparison of surface pressure coefficient distribution for the Joukett geometry from results from the AMC cavitation tunnel, CFD [5] and the DST Group wind tunnel [1]. Uncertainty in \( C_p \pm 0.01 \) for AMC measurements.

Measured and calculated skin friction is shown in Figure 5. Skin friction is dependent on the boundary layer profile driven by the free stream velocity and surface contour. CFD methods often struggle to accurately calculate wall shear and turbulence, thus comparing the confined and open water CFD measurements was not seen as the best method for correcting blockage. As the skin friction is sensitive primarily to velocity, a suitable correction is to rescale the measured skin friction coefficients based on the relative maximum velocities between the two CFD models for each \( x/L \) position, as in equation (8).

\[
C_f = \frac{(u_w/p_{\infty,measured})_{\max(x/L)}}{(u_w/p_{\infty,CFD})_{\max(x/L)}}^2
\]

(8)

where \( \max(x/L) \) is the maximum velocity in the \( x/L \) plane corresponding to the location measured in the test section; and the measured and CFD subscripts denote data collected from the tunnel and from the CFD models respectively.

The corrected data is in good agreement with the CFD and the wind tunnel data (Figure 5). Skin friction coefficients typically reduce with increasing Reynolds number. The corrected data from the AMC tunnel for \( Re=12\times10^6 \) is therefore expected to be slightly less than the lower Reynolds number wind tunnel data.

![Figure 5. Corrected skin friction compared to the CFD [5] and wind tunnel results [1]. Uncertainties as shown by error bars.](image)

Figure 5. Corrected skin friction compared to the CFD [5] and wind tunnel results [1]. Uncertainties as shown by error bars.

The corrected boundary layers show good agreement with the open water CFD in Figure 6. The boundary layers predicted from the CFD are expected to be slightly thicker than the experimentally measured ones, as the modelling assumes turbulent flow along the entire length of the hull. The measured boundary layer was tripped to the turbulent condition at \( x/L = 0.05 \) and thus had a shorter length over which to grow.

![Figure 6. Blockage corrected boundary layer measured velocities for \( Re=12\times10^6 \) (uncertainty in \( u/U \pm 0.013 \)) with the extended domain CFD results [5].](image)

Figure 6. Blockage corrected boundary layer measured velocities for \( Re=12\times10^6 \) (uncertainty in \( u/U \pm 0.013 \)) with the extended domain CFD results [5].

The axial component (\( \tau_x \)) of turbulence intensity given in Figure 7 was determined from the standard deviation of the velocity as described in equation (4). The increased free-stream velocity causes an increased shear stress, which is distributed across the thickness of the boundary layer. Like skin friction, turbulence intensity is a variable that RANS solvers may struggle to accurately determine, due at least in part to the assumption of homogenous isotropic turbulence. As with the skin friction correction, the turbulence intensity \( (\tau_x) \) measurements were corrected by rescaling the measured data based on the maximum velocity at the \( x/L \) positions obtained from the CFD models as per the following equation:

\[
(\tau_x/L)^{0.5} = \frac{(\tau_x/L)^{0.5}}{(u_w/p_{\infty,measured})_{\max(x/L)}} \times \frac{(u_w/p_{\infty,CFD})_{\max(x/L)}}{(u_w/p_{\infty,CFD})_{\max(x/L)}}^{0.5}
\]
wake surveys complement the data already available for this hull. Where comparable results from other facilities were available this data set showed good agreement.
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