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Abstract

An error model constructed from geometric optics describes the
relative error between the out-of-plane and the in-plane (parti-
cle) displacements in Stereoscopic Particle Image Velocimetry
(SPIV) for a wide range of camera arrangements. Performance
charts developed from the model allows the effect of SPIV cam-
era angles on the relative error to be assessed. The model is
supplemented with an experimental case study to provide, in
the context of large-scale test facilities, practical limits on the
SPIV camera angles to reduce vignetting.

Introduction

SPIV is a well-known technique for measuring fluid velocity
across a plane of interest within a flow field [1, 2, 3, 4]. The
optimal geometric setup for SPIV is generally one where two
cameras are symmetrically positioned at 45◦ to the imaging or
object plane. For many wind-tunnel facilities, this may not be
achievable due to optical access constraints. For example, older
large-scale facilities built without consideration for optical ac-
cess required for SPIV, and high-speed wind tunnels built with
solid steel walls and limited fixed viewing ports. This study
therefore aims to address the implications of working with a
non-optimal SPIV setup, and so extends the work of Lawson
and Wu [1]. From geometric optics, an error model has been
constructed to assess the relative error between the out-of-plane
and the in-plane displacements for SPIV measurements. The
model is based on thin-lens theory, which excludes optical ef-
fects due to the thickness of the lenses so that ray tracing can be
simplified. Rotational SPIV arrangements (Fig. 1) are consid-
ered and the effect of varying the camera angles (α1, α2), both
symmetrically and asymmetrically, is analysed. The analysis is
supplemented with an experiment to provide practical limits on
the camera angles to minimise non-uniform image illumination,
known as vignetting.

Rotational SPIV Camera Arrangements

The setup shown in Fig. 1(a), known as a “symmetric rota-
tional” (SR) system, is usually adopted to avoid perspective er-
ror [2]. The two cameras are located on the same side of the
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Figure 1. The SPIV system; (a) symmetric rotational (SR) withα1=α2

or asymmetric rotational (AR) withα1=0 andα2 adjustable; (b) rota-
tional translational (RT) at a fixed distanceho.

object plane (light sheet) and are rotated by the same angle but
in opposite directions about the system (x) axis. Alternatively,
camera 1 may be fixed normal to the light sheet and camera 2
set to an oblique angle — the advantage of this “asymmetric
rotational” (AR) setup is that camera 1 alone (withα1=0) can
provide useful two-component PIV [3].

For the “rotational translational” (RT) setup shown in Fig. 1(b),
both cameras traverse along a common axis which is offset by a
fixed distanceho from the system (x) axis. This setup is useful
when optical access is restricted to one side of a test facility.
The cameras (with viewing anglesα1 andα2) may be located
on the same side of the light sheet as shown in Fig. 1(b) (also
see [3]) or one on each side of the light sheet as reported by [4].

Error Analysis

To provide a basis for comparing the different SPIV setups
shown in Fig. 1, a common (x, y, z) coordinate system is used.
For each camera, the image-to-lens distance is fixed atdi , the
object-to-lens distancedo,l is adjustable with the magnification
defined as

Ml =
di

do,l
=

1
reproduction ratio

, l = 1, 2. (1)

Note that to identify each camera the subscript “l ” is used when
defining a parameter. For example,αl andhl define the viewing
angle and they-direction offset, respectively, for camera lens
l = 1, 2.

For each rotational arrangement shown in Fig. 1, the image pro-
duced by the light sheet is distorted in they direction when
the camera position (i.e.αl , hl ) is changed, and the perfor-
mance of the system can be measured by the ratio between
thex-component (out-of-plane) and they-component (in-plane)
particle-displacement errors, after [1]:

esystem=
σ∆x

σ∆y
, (2)

whereesystem= 1 is desirable to avoid bias performance. In the
following discussion, the expressions foresystem are derived by
using the method of transform coordinates (also see [1]).

Symmetric and Asymmetric Rotational (SR, AR) Systems

For the SR setup (Fig. 1(a)), the camera angles areα1=α2=α,
where 0<α<90◦. For simplicity, the performance is consid-
ered along they axis at the light-sheet coordinatesx=z=0, and
the cameras are assumed to have the same object distancedo,
offset h1=h2=0 and magnificationM1=M2=M. The error
ratio (eSR) as a function ofα andy/do is

eSR =

√

cos2(α)[1+(y/do)2sin2(α)]
sin2(α)+(y/do)2cos4(α)

. (3)

For y= 0, Eq. (3) simplifies to

eSR =
1

tan(α)
. (4)
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Figure 2. SR performance charts; Eq. (3).

A plot of Eq. (3) in Fig. 2(a) shows that the distribution ofeSR

is symmetric about the centre of the object plane;eSR decreases
asα is increased. Fig. 2(b) shows thatα=45◦ gives the best
performance, whereeSR=1 is independent of they location.

The AR setup is slightly different from the SR setup in Fig. 1(a),
where camera 1 is fixed (α1 = 0; h1 = 0) and camera 2 is ad-
justable (0< α2 < 90◦; h2 = 0). Forx= z= 0, the error ratio
as a function ofα2 andy/do for this system is

eAR =

√

1+cos2(α2)[1− (y/do)sin(α2)]2

(y/do)2+[sin(α2)+(y/do)cos2(α2)]2
. (5)

For y= 0, Eq. (5) reduces to

eAR =

√

1+cos2(α2)

sin2(α2)
. (6)

A plot of Eq. (5) in Fig. 3(a) shows an asymmetric error-ratio
distribution. Asα2 approaches 90◦, the error ratio tends to
unity (Fig. 3(b)) but in practise the area of the light sheet pro-
jected onto the camera is significantly reduced. Also, the lo-
cal magnification across the image plane becomes highly non-
uniform (e.g. see [2], Fig. 5). It is possible to minimise image
distortion while keeping the error ratio close to unity by setting
the camera viewing angle at approximately mid-way between
the two opposing requirements, i.e.α2 ∼ 35◦-55◦.

Rotational Translational (RT) System

For the RT setup shown in Fig. 1(b), the ratiodi/ho is the same
for both cameras and so, to acquire the same target area on the
object plane, each lens requires a different image magnification:

Ml =
di

do,l
=

di

ho
sin(αl ), l = 1, 2, (7)
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Figure 3. AR performance charts; Eq. (5).

where, for cameras on the same side of the light sheet,

0< α1 < α2 < 90◦, (8)

and for cameras on opposite sides of the light sheet,

0< α1 < 90◦ and 90◦ < α2 < 180◦. (9)

To avoid having the camera in the path of the light sheet, a view-
ing angle of 90◦ is avoided. Forx=z=0, the error ratio as a
function ofα1, α2 andy/ho for this system is

eRT =

√

√

√

√

√

√

√

[cos(α1)sin(α1)]
2[1− (y/ho)sin2(α1)]

2+

[cos(α2)sin(α2)]
2[1− (y/ho)sin2(α2)]

2

sin4(α1)[1+(y/ho)cos2(α1)]
2+

sin4(α2)[1+(y/ho)cos2(α2)]
2

. (10)

Figure 4 shows a plot of Eq. (10) for the caseα1 = 35◦; camera
angles in the range 15◦ ≤α1 ≤ 55◦ produce very similar trends.
For y= 0, Eq. (10) simplifies to

eRT =

√

[cos(α1)sin(α1)]2+[cos(α2)sin(α2)]2

sin4(α1)+sin4(α2)
. (11)

Figure 5(a) shows a plot of Eq. (11). For camera 1 with a known
angle ofα1, Eq. (11) giveseRT = 1 when camera 2 has the fol-
lowing angle (Fig. 5(b)):

α2 = sin−1

√

√

√

√

1+
√

1+8
[

cos2(α1)sin2(α1)−sin4(α1)
]

4
, (12)

which gives the locus of optimum performance for the RT setup.
For camera 1 in the range 0<α1<45◦, there are two possible
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Figure 4. RT performance charts; Eq. (10) withα1 = 35◦.

20 40 60 80 100 120 140 160
Camera 2: angle, α2 (degrees)

0.3

1

3

10

30

E
rr

or
 r

at
io

, e
R

T

15ο

25ο

35ο

45ο

55ο

SPIV

(a)
x = 0,  y = 0,  z = 0 α1

Loci of optimum α2

0 10 20 30 40 50
Camera 1: angle, α1 (degrees)

0

30

60

90

120

150

180

C
am

er
a 

2:
 a

ng
le

, α 2
(d

eg
re

es
)

SPIV

(b)
x = 0,  y = 0,  z = 0 e

RT
= 1

Figure 5. Loci of optimum RT camera angles; (a) Eq. (11) and
(b) Eq. (12).

viewing angles for camera 2, as indicated by the shaded regions
in Fig. 5(a). A plot of Eq. (12) in Fig. 5(b) shows that the lo-
cus curves are symmetrically distributed about the horizontal
line α2=90◦. For camera 1 with a viewing angle in the range
0<α1<45◦, the optimum viewing angle for camera 2 falls in
the range 45◦<α2<51◦ on the same side of the light sheet or
in the range 129◦<α2<135◦ on the opposite side.

A Practical Case Study of Vignetting

For each camera to achieve sharp focus of the object plane, the
depth-of-field needs to be adequate to account for variation in
the object distance. The depth-of-field improves by increasing
the f-stop but this reduces the amount of light registered by the
camera. Alternatively, a sharp corner-to-corner focus can be
achieved by tilting the camera (charge-coupled device, CCD)
sensor horizontally (i.e. in they direction) by a small angle, af-
ter [5, 6]:

θl =Al ×Gl ×θs,l , (13)

whereAl =(1+(y/do,l )
2)−2 is an illumination factor,Gl is a

geometric vignetting factor which depends on the camera as-
sembly (i.e. the housing for the lens and the camera), and
θs,l = tan−1[Ml tan(αl )] is the Scheimpflug [5] condition.

The remainder of this section describes an experiment to
demonstrate Eq. (13), whereGl is specific to the SPIV setup.
For simplicity, the target plane (a matte whiteboard with a hori-
zontal ruler printed to scale) is uniformly illuminated. The dis-
tance between the target and the camera is sufficiently large
such thatAl ≃ 1 and vignetting is not caused by the camera
viewing angleαl . For this experiment,αl is achieved by tilting
the target plane about its vertical centreline axis.

Typically, in the context of performing SPIV in large-scale fa-
cilities, the distance between the cameras and the target plane
is substantial. To reflect this in the present experiment, the
target (whiteboard/ruler) is viewed through a 200mm Micro-
Nikkor lens at a fixed distancedo,l = 2300mm with an f-stop
of 8 (to provide adequate depth-of-field). The image is cap-
tured by a TSI PowerView Plus (11 mega-pixel) camera. Each
image (4008-pixels× 2672-pixels size) has a spatial resolution
of 0.104 mm/pixel and is recorded in 12-bit tagged image file
format (TIFF). The nominal magnification is determined by the
ratio between the width of the camera sensor (yi = 36mm) and
the image of the horizontal ruler (yo,l = 408mm) recorded on
the sensor, i.e.Ml = yi/yo,l = 36/408= 0.09.

Figure 6 shows typical images of the ruler for a range of
tilt angles (θl ) at αl = 35◦; camera angles in the range
30◦ ≤ αl ≤ 50◦ produce similar images. Note that adjustingθl
alters the corner-to-corner sharpness of the image through the
intensity of the graduations on the ruler, and so the distribution
of intensity along the ruler provides a measure for sharpness.

To assess the effect of vignetting, horizontal distributions of
intensity are taken from the blank portion of the whiteboard.
Figure 7(a) shows the variation in the image intensity for a
range of tilt angles (θl ). The intensity is non-dimensionalised
by the nominal peak value (of the whiteboard) registered by the
camera. The trends in Fig. 7(a) are independent of the cam-
era viewing angle tested in the range 30◦ ≤ αl ≤ 50◦. That
is, the falloff in intensity is due to an increase in the tilt an-
gle (θl ) only; increasingθl from 0 to 4.0◦ produces a maxi-
mum intensity falloff of approximately 40% (on the left-side
of the image). Figure 7(b) shows that it is possible to re-
duce vignetting by shifting the camera (CCD) sensor along the
y direction. For the present setup, a horizontal shift of−3mm
(i.e. ∆y/do=−3/2300=−1.3×10−3) recovers approximately
6% of the intensity on the left corner.
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Figure 8 shows the tilt angleθl as a function of the camera
setting “Ml × tan(αl )”, where the locus of optimum corner-to-
corner sharpness (data shown as “△”) is determined by visual
inspection of the ruler images (Fig. 6). A least-squares fit of
Eq. (13) to the locus points (“△”) yields Gl =0.6.

The maximum intensity falloff shown in Fig. 7 is plotted in
Fig. 8 as a function of the tilt angleθl . From Fig. 7, mea-
surements obtained with no camera shift∆y = 0 are shown as
data points “©” in Fig. 8; for the case with a camera shift of
∆y=−3mm, the measurement is shown as “+” and a different
horizontal scale is used in Fig. 8 to plot the maximum inten-
sity falloff. For example, withαl = 45◦ andMl = 0.09, the tilt
angle required to achieve corner-to-corner image sharpness is
θl = 3.0◦. This corresponds to a maximum intensity falloff of
30% for ∆y=0. With a camera shift of∆y=−3mm (for the
present system), the falloff is reduced to 24%.
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Concluding Remarks

The use of SPIV is to reduce perspective error and to resolve
both out-of-plane and in-plane components of particle displace-
ment from an imaging plane, and so the ratio between the out-
of-plane and in-plane displacement errors is a key performance
parameter. Geometric analysis establishes the error ratio as a
function of SPIV camera viewing angles (αl ) and from this,
performance charts are developed to allow assessment of non-
optimal camera arrangements (i.e. error ratio6= 1). The error
model is supplemented with experiment data to provide, for a
given SPIV system, practical limits on the camera tilt angle (θl )
and shift (∆y) to reduce vignetting.
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