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Abstract

Adaptive Mesh Refinement, or AMR, has been used as a tool
in CFD to better resolve and capture compressible flows, both
for continuum solvers [5, 4, 8] and DSMC (Direct Simulation
Monte Carlo) solvers [6, 7, 21]. Presented is the True Direction
Equilibrium Flux Method, or TDEFM [1, 2, 3] applied with an
adaptive meshing technique and diffusely reflecting boundary
conditions. Continuum methods generally transfer fluxes be-
tween directly adjacent cells only; TDEFM is capable of trans-
ferring fluxes of mass, momentum and energy from any source
cell to any given destination cell. TDEFM has been previously
shown to provide superior results when compared to existing
continuum solvers [1, 2, 3] for unaligned flows on cartesian
grids. In the present method, cells are isotropically divided in
order to more accurately resolve the flow field. Various mesh
adaption parameters are employed, taken from both continuum
and direct solver applications on adaptive meshes. Results have
shown that use of an adaptive mesh with an adaptation param-
eter based on the local mean free path λ has reduced computa-
tional requirements considerably while maintaining resolution
of important features of the flow.

Introduction

Recent advancements of computing technology and increased
demands of industry and the scientific community have lead
to the increased use of simulations using very large numbers
of cells to ensure high fidelity. Examples of such simulations
are simulations performed on the Boeing 787 aircraft by Boe-
ing and recent simulations by NASA describing particle impact
models [20] as shown in Figure 1. The application of contin-
uum solvers on adaptive, cartesian meshes has been shown to
be a useful tool for computing flows on complicated geometries
[5, 6].

Figure 1: Examples of a high fidelity simulation using a large
number of cells [20].

Conventional adaptive mesh methods work either by increas-
ing mesh resolution around specific features of the flow, such
as shock waves or solid surfaces, or by increasing mesh resolu-
tion in order to educe the error in the result [4, 8, 5]. By doing
so, less cells can be used to obtain the same accurate results
obtained by using a large number of cells. However, existing
continuum methods applied to adaptive cartesian meshes often
encounter problems with ‘hanging nodes’, when a single cell

interface is shared by multiple adjacent cells [6]. Also, the eval-
uation of fluxes at such split interfaces in finite volume solvers
often requires a complicated, higher order scheme to maintain
stability [4].

Adaptive meshing strategies have been successfully employed
in many direct solvers, such as DSMC [6, 7, 21]. In DSMC, the
flow is separated into a ‘free flight phase’, where particles move
without any interactions with other gas particles, and a ‘colli-
sion phase’, where particles undergo a pre-calculated number
of collisions. For this assumption to be valid, cell sizes are typ-
ically 2 or 3 times smaller than the local mean free path. There-
fore, in many such adaptive mesh simulations, the cells are re-
fined according to local mean free paths or Knudsen numbers
[6, 7].

Presented is the True Direction Equilibrium Flux Method, or
TDEFM, applied to an adaptive meshing scheme to simulate a
high speed lid driven cavity problem. TDEFM is based on the
Kinetic theory of gases and represents the analytical solution
to the free flight phase of a direct simulation assuming thermal
equilibrium and uniform distribution of mass throughout each
cell. A new diffuse reflection model is presented based upon
the integral of the velocity probability distribution function for
diffusely reflected particles. Three adaptive meshing parame-
ters are employed - variance of density in the source cell and its
surrounding neighbours, local density gradients and a parameter
based upon the local mean free path. Results show that accurate
determination of the location of the main circulation present in
the driven cavity problem is found when cell sizes are based
upon the local mean free path length. Addition of cells near
flow features or walls causes an artificially high viscosity to ex-
ists and shifts the location of the circulation region significantly.
TDEFM is considerably faster than a direct solver and creates
no statistical scatter.

TDEFM

The True Direction Equilibrium Flux Method, or TDEFM, is
based upon the integration of the Maxwell-Boltzmann equi-
librium velocity distribution over velocity space and physical
space. The fluxes represent the analytical result to the ‘free
flight’ phase of a direct solver (such as DSMC). If the simula-
tion particles were uniformly distributed throughout the source
cell and the gas was in thermal equilibrium, the fluxes repre-
sent what would be achieved if an infinite number of simula-
tion particles were used. In the same way as a direct solver,
TDEFM allows fluxes to be transfered from the source region
to any specified destination region. The flux expressions are
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where xL− xR is the region occupied by the source cell, xl − xr
the region occupied by the destination cell, m is the bulk flow
velocity in the x direction, s =

√
RT and Mc,Pc,Ec,M1−4,P1−4

and E1−4 are constants found in [1, 3]. In a two dimensional
flow simulation, the net flux of mass, momentum and energy to
any 2D rectangular region is given by
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Figure 2: Computational domain for flows in two dimensions.
The source cell (left) uses capitalised subscripts. The destina-
tion cell (right) uses lower case subscripts.
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where ([xL,yL], [xR,yR]) give the size and location of the rect-
angular source region, ([xl ,yl ], [xr,yr]) describe the size and lo-
cation of the destination region, U is the X velocity, V is the
Y velocity, M is the net mass flux, Px and Py are the X and Y
momentum fluxes and E is the energy flux.

Diffuse Reflection Model

Previous implementations of TDEFM have focused on specu-
lar reflections of particles on boundaries [1, 2, 3]. Energy and
momentum are conserved and reflected back into the source (or
correct destination) cell. This boundary condition is of limited
usefulness. In practise, most particle reflections of engineering
surfaces are considered diffuse. The velocity probability distri-
bution function for the component of reflected velocity normal
to the wall surface is:
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Figure 3: Numerical verification using direct simulation of
Equation 8.
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such that the probability of a reflected particle having a nor-
mal velocity between vn and vn + dvn is fn(vn)dvn. This has
been confirmed using direct simulations using increasing num-
bers of simulation particles as shown in Figure 3. The probabil-
ity distribution functions for parallel components of velocity is
assumed to be the Maxwell-Boltzmann equilibrium distribution
function. Figure 4 shows the computational domain surround-
ing the diffusely reflecting surface between xL− xR. The fluxes
of mass, momentum and energy (per unit mass) of diffusely re-
flected particles from region xL−xR to fall in region xl ,yl-xr,yr
will be:
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Figure 4: Computational domain for diffuse reflection from a
surface.

where ∆x is the width of the source region xR − xL and En
is the energy of a particle in the direction normal to the wall
En = 0.5v2

n +C where C is the internal energy per simulated de-
grees of freedom C = (1/2SD)((2Cv/R)−SD)s2 where SD = 2
in a 2D simulation. The Maxwell-Boltzmann equilibrium dis-
tribution function feq is used in the directions parallel to the
wall surface. In Equation 9, no assumptions are made regarding
destination cell location. The destination region does not have
to be adjacent to the wall surface, and any fraction of reflected
particles can fall into the destination region. If the CFL number
in the region near the wall is small, it is reasonable to assume
that all reflected particles will be captured in the region between
yl − yr. In this instance, the equations simplify to:
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where s ≡√RTWall ,
√

π/2s is the mean normal velocity of all
reflected particles, s2 + C is the mean normal energy of the
reflected particles and VWall is the velocity of the wall. The
proposed model provides an accommodation coefficient of 1.0,
which is valid for many engineering applications with a few ex-
ceptions [9]. The momentum and energy components parallel
to the surface of the wall are found using Equations 1-3 exclu-
sively since all particles are assumed to fall into the cell adjacent
to the wall. If the wall has a non-zero velocity in the normal di-
rection to its surface the above equations can be modified to
accommodate, however, this study is limited to a wall moving
parallel to its surface.

Cell Division/Combination Criterion

General mesh adaptation methods can be separated into three
branches - mesh generation (remeshing), mesh stretching or
movement, and mesh enrichment (h refinement) [6]. Previous
work has shown that mesh enrichment has numerous advantages
over other techniques [10, 11]. One of the large disadvantages
to using this form of refinement is the creation of hanging nodes
which conventionally causes error and computational difficulty
[6].

Conventional studies into adaptive meshing have relied upon
various solution gradients, especially density, to locate regions
for remeshing [4, 6]. Cell size restrictions derived through er-
ror calculations have been used extensively in recent adaptive
meshing techniques, though typically are formed from lower
order terms of the Taylor series expansion for truncation er-
ror [15, 14, 4]. Solvers based on the kinetic theory of gases
or the direct simulation of a gas (such as DSMC) typically aim
to ensure cell sizes are less than the mean free path λ. This
can result in large amounts of wasted computational effort in
the free stream [6, 7]. Therefore, previous efforts to use DSMC
on unstructured adaptive meshes aim to divide cells according
to a local Knudsen number in addition to a density parameter
[6, 7] which ensures cells in the free stream are not resized or
enriched.

In this study, three separate mesh adaptation parameters and cri-
teria will be investigated, namely:

• Addition of cells near flow features - The local mathemat-
ical variance of a flow quantity sampled from the source
cell and its neighbours is calculated and compared to a
cutoff value φs.

• Addition of cells near large flow gradients - The local
value of a flow gradient (typically density) is calculated
and compared to a cutoff value.

• Addition (or subtraction) of cells according to the local
mean free path - Cells can be divided where the cell size
is a certain fraction larger than the local mean free path.

Variance Criteria

In this option, the variance of the density in a source cell and its
surrounding neighbours σ is multiplied by the effective width
of the source cell ∆xe = (∆x∆y)1/2, normalised by the source
cell density and compared to cutoff values φs and φc :

σ∆xe

φsρ2 < 1→ Split Cell

σ∆xe

φcρ2 > 1→ Combine Cells

(11)

This method can be loosely related to Sun’s [14] work on mesh
adaptation, though Sun used a ratio of second and first order
gradients as opposed to the variance. The advantage of the vari-
ance scheme is that cells cannot divide infinitely - each division
makes a subsequent division more difficult. Another advantage
is that is makes use of all neighbouring cell information, rather
than those restricted by sharing a common interface. The main
disadvantage is that the cutoff values φs and φc need to be se-
lected manually and optimal values are not problem indepen-
dent.

Flow Gradient Criteria

This scheme has been used extensively [13, 4] in adaptive mesh
research. This scheme compares local density gradients to cut-
off values such that:

|ρx|+ |ρy|
φs

< 1→ Split Cell

|ρx|+ |ρy|
φc

> 1→ Combine Cells

(12)
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where ρx and ρy is the gradient of density in direction x and
y, typically determined using a finite difference scheme. This
scheme shares the same disadvantage as the proposed variance
scheme in that the cutoff values are typically selected manually
and not problem independent.

Mean Free Path Criteria

TDEFM is built upon the assumption that the flow can be di-
vided into a ‘free flight phase’ and a ‘collision phase’. For this
approach to be valid, the cell sizes must be restricted to the lo-
cal mean free path length. Previous work by Alexander et.al.
[16, 17] has determined that the effective viscosity and thermal
conductivity present in a direct solver are cell size dependent.
To minimise error, the cell size must be less than the local mean
free path. The criteria for cell division/recombination is there-
fore:

2µ
ρc∆xφs

< 1→ Split Cell

2µ
ρc∆xφc

> 1→ Combine Cells

(13)

where λ ≈ 2µ/ρc is the mean free path, c = (8RT/π)1/2 is the
mean molecular speed and µ is the viscosity. The desired ra-
tio of cell size to mean free path size is χs and χc. In standard
DSMC simulations, the cell size is typically 1/3 the length of
the mean free path [19]. However, in regions where local flow
gradients are low, the cell can be arbitrarily sized without conse-
quence to the solution [6, 7, 18]. Here, the local gradient of the
mean free path is used. It may be worth noting that the gradi-
ent of the local mean free path has been shown to be equivalent
to the continuum breakdown parameter [12] though will not be
used in that context here.

Implementation

TDEFM does not require any special treatment of fluxes at cell
interfaces since it analytically calculates the fluxes of free flight
particles from any source region to an arbitrary destination re-
gion. No interpolation of interface states is required. Flux lim-
iters can be used in the calculation of density gradients which
might be applied to improve accuracy [2] though is not applied
here. Hanging nodes do not present an issue with the accu-
racy or the ease of implementation of TDEFM. Since TDEFM
is based upon the same foundations as a direct simulation, any
CFL number can be used without fear of instability.

All simulations use an adaptive time step to ensure a ‘kinetic’
CFL number is kept below 1.0. The guide for the value of the
time step with relation to the conditions in the cell is:

CFL =
(|V |+σ

√
RT )∆t

∆x
(14)

where σ is a selected number of variances of the equilibrium
distribution and |V | is the magnitude of the velocity in the cell.
Higher values of σ ensure that the surrounding neighbours of
the source cell capture a larger fraction of the mass. Small val-
ues of σ allow the time step to be large enough for particles to
travel in free-flight beyond the surrounding neighbours. If these
distant cells are not registered as neighbours to the source cell,
then this flux will be neglected and the results will be inaccu-
rate. The results presented here use σ = 5.

It is important to realise that this is not a stability limitation.
Any size time step can be selected, however, for large time steps
the flow is free to move outside of the neighbouring cell loca-
tions and is not captured. As the time step approached infinity

Simulation Kn M φs
Density variance 0.04 8.73 0.005
Density variance 0.05 8.0 0.005

Density gradients 0.04 8.73 2.0
Density gradients 0.05 8.0 1.0

Mean free paths 0.04 8.73 2.0
Mean free paths 0.05 8.0 3.0

Table 1: Cutoff values φs for each condition and criteria.

all fluxes reduce to zero and the simulation solution will not
advance. If the region of neighbouring cells was increased to
include cells far away from the source, the simulation would
progress and a steady solution would be reached, however, the
results would not be valid since particles have (presumably)
been allowed to travel far greater distances than the permitted
mean free path length.

During simulation initialisation, neighbours of source cells are
found through the following routine:

1. Select a source cell

2. Search though destination cells (i.e. all cells except the
source cell) and calculate distance between cell centers
R = [(cxd − cxs)2 +(cyd − cys)2]0.5.

3. Compare to a desired neighbour radius Rd . If cells which
are immediately adjacent (including diagonal cells) are
desired then Rd = [0.25((∆xs−∆xd)2 +(∆ys−∆yd)2)]0.5.
Rd can also be a function of flow speed and radial location
(if desired), though in this study only immediate neigh-
bours are considered.

This is a lengthy procedure, and is performed during the initial-
isation of the simulation only. For the addition or removal of
cells mid-simulation a similar routine is used, though source
and destinations are limited to neighbours of the cell to be
split/combined. This means that the computational cost of split-
ting or combining cells is very low.

Boundary conditions are managed through the use of ghost
cells, which store information regarding the mass, momentum
and energy passed from real (internal cells) through the surfaces
of the simulation region. These fluxes can either be calculated
using a kinetic theory based vector split flux method (such as
EFM) or approximated using a TDEFM flux into the ghost cell
region. For small values of ∆t these fluxes has been shown to
be equivalent [1]. The momentum and energy in each ghost cell
can be stored for calculation of heat transfer and drag coeffi-
cients, but is not used in calculating fluxes from diffusely reflec-
tive surfaces. The general procedure for calculation of fluxes is:

1. For all real (internal) cells - calculate TDEFM fluxes to all
neighbours, including ghost cells, using Equations (1-7).

2. Subtract calculated quantities of mass, momentum and en-
ergy from the source cell and add it to the destination cell.

3. For all ghost cells - calculate reflected diffuse TDEFM
fluxes into all real neighbours (not into neighbouring ghost
cells) using Equations 10.

4. Subtract calculated quantities of mass, momentum and en-
ergy from ghost cells and place into real cells.

5. Check to ensure remaining mass in ghost cells is 0.
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Quantity Wu [6] Smith (current)
Mwall 8.73 8.0 and 8.73

Kn 0.04 0.05 and 0.04
Twall/Tinit 1.0 1.0

Gas Argon, VHS Monatomic, µ = µo(T/To)0.75

Elements Tri, Rect. Rectangular

Table 2: Comparison between conditions used by Wu [6] and
Smith (current) in the Lid Driven cavity problem.

Since the results presented are at steady state, only cell division
is examined. At each remesh attempt, the tests shown in Equa-
tions (11-13) are carried out. Any cells found failing the tests
are divided into four equal portions, each with equal amounts
of mass, momentum and energy. This is for ease of implemen-
tation only - the method can be modified such that the number
of divisions in each direction is different. The standard method
is for the flow to be progressed with the minimum number of
cells, and after a certain time remeshing attempts begin. In all
simulations presented here remeshing was attempted every 50
time steps, and remeshing commenced after the simulation had
progressed to past 75 percent of the steady flow time.

Results
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Figure 5: Diagram of a high speed viscous flow inside a lid
driven cavity (Mwall − 8 or 8.73,Twall/Tinit = 1,Kn = 0.05 or
0.04,µ = µo(T/To)0.75).

Results are for viscid flow inside a lid-driven cavity as displayed
in Figure 5. The lid-driven cavity problem has been extensively
used to test viscous flow solvers and results here are compared
to results from DSMC simulations on an adaptive mesh ob-
tained by Wu et.al. [6]. The conditions are similar to Wu’s
initial conditions, and are compared in Table 3. The values of
φs for each adaptive simulation is shown in Table 1.

Figure 6 shows velocity vectors obtained from DSMC [6] and
TDEFM on a uniform rectangular mesh. There is reasonable
agreement between the flow features present. A large circulat-
ing region of relatively low density and high temperature (com-
pared to regions far from the moving wall) is present near the
moving wall. Inside this region, the mean free path is larger
than in regions far from the moving wall. The coordinates of
the center of circulation is provided in Table 3. It can be seen
that the effect of increasing the Mach number from 8 to 8.73

0 0.25 0.5 0.75 1.0
0

0.25

0.5

0.75

1.0

x/L

y/
H

Figure 6: Comparison of velocity vectors of a high speed lid
driven cavity. (Top) Uniform mesh using TDEFM with 400
quadrilateral cells, Mwall = 8.73 and Kn = 0.04. (Bottom) Wu
et.al [6] DSMC with 2500 quadrilaterial cells, Mwall = 8.73 and
Kn = 0.04.

and decreasing the Knudsen number results in the center of cir-
culation moving further to the right and closer to the wall. Plac-
ing too many cells in this circulating region effects the location
of the center of rotation by pushing it further downstream and
closer to the wall. This is due to the increased effective viscosity
present in the solver - by using too many cells in a large mean
free path region, we are forcing particles to collide (with an in-
finite collision rate [2]) when they should remain in free flight.
The higher the mesh density, the higher the effective viscosity.
This confirms the relationship between transport quantities and
cell size as shown by Alexander et.al. [16, 17]. Therefore, it is
critical that the cell size in all regions be the correct size.

Figure 7 shows the meshes used by the various adaptive mesh
procedures. Using the local density variance criteria results in
too many cells being placed along the wall and in the large
mean free path region, resulting in an exaggerated viscosity.
The same effect can be seen using the local density gradients
criteria, though not to the same effect. All criteria capture the
region of recirculation occupying the upper right hand corner as
noted by Wu et.al. [6]. However, the mesh density in the re-
gion, as well as the mesh density in the large circulating region,
has an effect on the magnitude of velocities and the center of
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Figure 7: Meshes resulting from the use of (Top) density vari-
ance, (Middle) density gradients, and (Bottom) the local mean
free path λ (Kn = 0.05,M = 8.0,µ = µo(T/To)0.75).

rotation of this recirculating region. For instance, the maximum
Mach number in the circulating region was calculated to be 0.2
using the Mean free path criteria. If the Variance criteria is used,
the maximum Mach number in the same region was calculated
to be 0.07. The velocity vectors showing recirculation in this
region is shown in Figure 8.

Figure 9 shows color graphs of the local mean free path λ. The
mean free path is largest in the center of the circulation region
and in the lower left hand corner region against the moving wall.
Solutions using large mesh densities in the circulation region or
the lower left hand corner show inconsistencies in the results
which can be seen in these color graphs. The high mesh density
solution has a non-physical ‘kink’, as does the adaptive mesh
using density variance as a guideline. Using a density gradi-
ent performs better, since density gradients are generally quite
low in the circulation region. The use of the local mean path as
a guideline, although producing coarse results here, provides a
better representation of the flow and results in the correct cap-
ture of the recirculation region.

Simulation Kn M # Cells Location
Wu [6] 0.04 8.73 2500 (0.67, 0.16)

Coarse Mesh 0.05 8 400 (0.57, 0.2)
Coarse Mesh 0.04 8.73 400 (0.6, 0.18)

Fine Mesh 0.05 8 6400 (0.7, 0.17)
Fine Mesh 0.04 8.73 6400 (0.77, 0.15)

Variance Criteria 0.05 8 5134 (0.75, 0.11)
Variance Criteria 0.04 8.73 6241 (0.76, 0.09)
Gradient Criteria 0.05 8 1750 (0.57, 0.2)
Gradient Criteria 0.04 8.73 1819 (0.6, 0.17)

λ Criteria 0.05 8 4252 (0.6, 0.18)
λ Criteria 0.04 8.73 6010 (0.63, 0.16)

Table 3: Comparison of the location of the main circulation ob-
tained Wu [6] and Smith (current) in the Lid Driven cavity prob-
lem. Superscript ∗ indicates the Knudsen number and Mach
number used match that used in [6].

Conclusions

Presented is the True Direction Equilibrium Flux Method
(TDEFM) applied on an adaptive mesh using various adap-
tation criteria. Diffusely reflective boundary conditions have
been implemented through the integration of the reflected parti-
cle velocity probability distribution function. TDEFM has been
shown [1, 2, 3] to capture unaligned flows on regular cartesian
grids with higher fidelity than existing direction split methods.
The fluxes obtained using TDEFM represent the analytical so-
lution to the free flight phase of a direct simulation under the
condition of equilibrium. Thus, fluxes can be calculated from
any source cell to any other destination cell. Unlike most ex-
isting adaptive mesh continuum methods, TDEFM requires no
interpolation of states at interfaces or higher order methods such
as flux limiting to maintain stability. Also, the issue of hanging
nodes, previously the cause of many stability and computational
complications, can be ignored completely. TDEFM, being a
continuum flux method, is also significantly faster than a direct
simulation and produces no statistical scatter.

Three different adaption criteria were tested and compared. The
mesh was adapted using local density variance, local density
gradients and the local mean free path as guides and results
compared to each other and those obtained using DSMC. The
correct location of the main circulation region was predicted
best when cell sizes were based upon the local mean free path
λ. Using density variance or density gradients led to increased
numbers of cells in large mean free path regions, causing an
artificially high viscosity and shifting the location of the circu-
lation region significantly.
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Figure 8: Quiver plots of secondary circulation described by
Wu [6] in the region [0.85 < (x/L) < 1,0.7 < (y/H) < 1]. (Top
Left) Coarse regular mesh using 400 cells, (Top Right) Fine
regular mesh using 6400 cells, (Middle Left) Adaptive mesh
using variance criteria with 5134 cells, (Middle Right) Adaptive
mesh using density gradient criteria with 1750 cells, (Bottom)
Adaptive mesh using Mean free path criteria with 4252 cells
(Kn = 0.05,M = 8.0,µ = µo(T/To)0.75).
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Figure 9: Mean free path length λ for various solvers (From top
to bottom). (i) Fine regular mesh using 6400 cells, (ii) Adaptive
mesh using density variance criteria with 5134 cells, (iii) Adap-
tive mesh using density gradient criteria with 1750 cells, (iv)
Adaptive mesh using Mean free path criteria with 4252 cells
(Kn = 0.05,M = 8.0,µ = µo(T/To)0.75).
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