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These complex systems typically (a) have a high order and (b) are composed of many interconnected subsystems where (c) each one has many unknown parameters.
What makes a system model complex?

• Many state variables:
  - Hard to design and implement controllers;
  - Hard to simulate and store their information.

• Many model parameters:
  - Hard to implement and maintain a controller that depends on many parameters;
  - Hard to gather and store the parameter information.

What can we do about this?

• Find the closest (in some appropriate norm) reduced system (fewer states and parameters).
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Problem Formulation

- Given original system:

\[ G(s; \alpha) : \begin{cases} \dot{x}(t) = A(\alpha)x(t) + B(\alpha)u(t), \\ y(t) = C(\alpha)x(t) + D(\alpha)u(t), \end{cases} \]

with \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^o, \) and \( \alpha \in \mathcal{A} \subseteq \mathbb{R}^p. \) The model matrices are not necessarily linear in their parameters.
Problem Formulation

- Given original system:

\[ G(s; \alpha) : \begin{cases} 
\dot{x}(t) = A(\alpha)x(t) + B(\alpha)u(t), \\
y(t) = C(\alpha)x(t) + D(\alpha)u(t), 
\end{cases} \]

with \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), \( y(t) \in \mathbb{R}^o \), and \( \alpha \in \mathbb{A} \subseteq \mathbb{R}^p \). The model matrices are not necessarily linear in their parameters.

- Find reduced system:

\[ G'(s; \alpha') : \begin{cases} 
\dot{x}'(t) = A'(\alpha')x'(t) + B'(\alpha')u(t), \\
y'(t) = C'(\alpha')x'(t) + D'(\alpha')u(t), 
\end{cases} \]

with \( x'(t) \in \mathbb{R}^{n'}(n' \leq n) \), \( u(t) \in \mathbb{R}^m \), \( y(t) \in \mathbb{R}^o \), and \( \alpha' \in \mathbb{R}^{p'}(p' \leq p) \).
Problem Formulation

- Given original system:

\[ G(s; \alpha) : \begin{cases} \dot{x}(t) = A(\alpha)x(t) + B(\alpha)u(t), \\ y(t) = C(\alpha)x(t) + D(\alpha)u(t), \end{cases} \]

with \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^o, \) and \( \alpha \in \mathcal{A} \subseteq \mathbb{R}^p. \) The model matrices are not necessarily linear in their parameters.

- Find reduced system:

\[ G'(s; \alpha') : \begin{cases} \dot{x}'(t) = A'(\alpha')x'(t) + B'(\alpha')u(t), \\ y'(t) = C'(\alpha')x'(t) + D'(\alpha')u(t), \end{cases} \]

with \( x'(t) \in \mathbb{R}^{n'} (n' \leq n), u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^o, \) and \( \alpha' \in \mathbb{R}^{p'} (p' \leq p). \)

- Complexity reduction

\[ \inf_{G'(s; \alpha')} \sup_{\alpha \in \mathcal{A}} \left\| G(s; (\alpha_i)_{i=1}^p) - G'(s; (\alpha_i)_{i=1}^{p'}) \right\|_{\infty}. \]
Complexity Reduction with General $P(\alpha)$

Lemma

For a given $G'(s; \alpha')$,

$$
\sup_{\alpha \in A} \| G(s; (\alpha_i^p)_{i=1}^p) - G'(s; (\alpha_i^p)_{i=1}^p') \|_\infty \leq \gamma,
$$

if and only if there exists $P(\alpha) = P(\alpha) \top \in \mathbb{R}^{(n+n') \times (n+n')}$ such that $P(\alpha) \geq 0$ and

$$
\begin{bmatrix}
\tilde{A}(\alpha) \top P(\alpha) + P(\alpha) \tilde{A}(\alpha) & * & * \\
\tilde{B}(\alpha) \top P(\alpha) & -I & * \\
\tilde{C}(\alpha) & \tilde{D}(\alpha) & -\gamma^2 I
\end{bmatrix} \leq 0, \quad \forall \alpha \in A.
$$

Where

$$
\tilde{A}(\alpha) = \begin{bmatrix} A((\alpha_i^p)_{i=1}^p) & 0 \\ 0 & A'((\alpha_i^{p'})_{i=1}^{p'}) \end{bmatrix}, \quad \tilde{B}(\alpha) = \begin{bmatrix} B((\alpha_i^p)_{i=1}^p) \\ B'((\alpha_i^{p'})_{i=1}^{p'}) \end{bmatrix},
$$

$$
\tilde{C}(\alpha) = \begin{bmatrix} C((\alpha_i^p)_{i=1}^p) & -C'((\alpha_i^{p'})_{i=1}^{p'}) \end{bmatrix}, \quad \tilde{D}(\alpha) = D((\alpha_i^p)_{i=1}^p) - D'((\alpha_i^{p'})_{i=1}^{p'}).$$
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- $P(\alpha)$ can be an arbitrary function of $\alpha$;
- The LMIs need to be checked for all $\alpha \in \mathcal{A}$. 
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- $P(\alpha)$ is a polynomial matrix.
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- A numerical procedure for the complexity reduction problem given in the paper.
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We compare our method with the approach presented in Beck, Doyle, and Glover ’96.

Consider

\[ G(\alpha) : \begin{cases} 
\begin{bmatrix} x_1(k+1) \\ x_2(k+1) \end{bmatrix} &= \begin{bmatrix} 0.5\alpha_1 & 0.1 \\ 0.3 & 0.5\alpha_2 \end{bmatrix} \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(k), \\
 y(k) &= \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_1(k) \\ x_2(k) \end{bmatrix}, 
\end{cases} \]

where

\[ \mathcal{A} = \{ \alpha \in \mathbb{R}^2 | 1 - \alpha_i^2 \geq 0 \text{ for } i = 1, 2 \} . \]
Numerical Example

For cases where $n' = 2$ and $n' = 1$:

- $G'(\zeta; \alpha_1)$: Use the presented method with polynomial degrees $d_A = d_B = d_C = d_D = 1$, $p' = 1$, $d_P = d_{Q_0} = 2$, and $d_{Q_1} = d_{Q_2} = 0$.

- $G_r(\zeta; \alpha_1)$: Use the method of Beck, Doyle, and Glover ’96 to extract the reduced system for $p' = 1$. 
For cases where $n' = 2$ and $n' = 1$:

- $G'(z; \alpha_1)$: Use the presented method with polynomial degrees $d_A = d_B = d_C = d_D = 1$, $p' = 1$, $d_P = d_{Q_0} = 2$, and $d_{Q_1} = d_{Q_2} = 0$.

- $G_r(z; \alpha_1)$: Use the method of Beck, Doyle, and Glover '96 to extract the reduced system for $p' = 1$.

We choose the set of model matrices that are affine in the parameters to make the comparison fair. Using the presented algorithm, we can indeed achieve a lower error if we decide to pick a richer set of model matrices.
Numerical Example

For cases where $n' = 2$ and $n' = 1$:

- $G'(\tilde{\theta}; \alpha_1)$: Use the presented method with polynomial degrees $d_A = d_B = d_C = d_D = 1$, $p' = 1$, $d_P = d_{Q_0} = 2$, and $d_{Q_1} = d_{Q_2} = 0$.

- $G_r(\tilde{\theta}; \alpha_1)$: Use the method of Beck, Doyle, and Glover '96 to extract the reduced system for $p' = 1$.

<table>
<thead>
<tr>
<th></th>
<th>$n' = 2$ $p' = 1$</th>
<th>$n' = 1$ $p' = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max_{\alpha \in A} | G_r(\tilde{\theta}; \alpha_1) - G(\tilde{\theta}; \alpha_1, \alpha_2) |_{\infty}$</td>
<td>0.14</td>
<td>0.27</td>
</tr>
<tr>
<td>$\max_{\alpha \in A} | G'(\tilde{\theta}; \alpha_1) - G(\tilde{\theta}; \alpha_1, \alpha_2) |_{\infty}$</td>
<td>0.09</td>
<td>0.19</td>
</tr>
<tr>
<td>Improvement</td>
<td>35%</td>
<td>30%</td>
</tr>
</tbody>
</table>
Numerical Example: Power Network

Fig: Schematic diagram of the power network in our numerical example.

\[
\begin{align*}
\dot{\delta}_1(t) &= \omega_1(t), \\
\dot{\omega}_1(t) &= \frac{1}{M_1} \left[ P_1(t) - c_{12}^{-1} \sin(\delta_1(t) - \delta_2(t)) - c_1^{-1} \sin(\delta_1(t)) - D_1 \omega_1(t) \right], \\
\dot{\delta}_2(t) &= \omega_2(t), \\
\dot{\omega}_2(t) &= \frac{1}{M_2} \left[ P_2(t) - c_{12}^{-1} \sin(\delta_2(t) - \delta_1(t)) - c_2^{-1} \sin(\delta_2(t)) - D_2 \omega_2(t) \right],
\end{align*}
\]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$c_{12}$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Value (p.u.)</td>
<td>0.026</td>
<td>0.032</td>
<td>0.40</td>
<td>0.50</td>
<td>0.50</td>
<td>0.0064</td>
<td>0.0064</td>
</tr>
</tbody>
</table>
Numerical Example: Power Network

Fig: Schematic diagram of the power network in our numerical example.

\[ \dot{\delta}_1(t) = \omega_1(t), \]
\[ \dot{\omega}_1(t) = \frac{1}{M_1} \left[ P_1(t) - c_{12}^{-1} \sin(\delta_1(t) - \delta_2(t)) - c_1^{-1} \sin(\delta_1(t)) - D_1\omega_1(t) \right], \]
\[ \dot{\delta}_2(t) = \omega_2(t), \]
\[ \dot{\omega}_2(t) = \frac{1}{M_2} \left[ P_2(t) - c_{12}^{-1} \sin(\delta_2(t) - \delta_1(t)) - c_2^{-1} \sin(\delta_2(t)) - D_2\omega_2(t) \right], \]

where
\[ A = \{ \alpha \in \mathbb{R}^2 \mid 0.1^2 - \alpha_i^2 \geq 0 \text{ for } i = 1, 2 \}. \]
Numerical Example: Power Network

After linearizing the system, we get

\[
G(s; \alpha) : \begin{cases}
\dot{x}(t) = A(\alpha_1, \alpha_2)x(t) + Bu(t), \\
y(t) = Cx(t) + Du(t).
\end{cases}
\]

where

- \(u(t)\) is mechanical power injected to the first generator;
- \(y(t)\) is the changes in the angle of the terminal voltage of the first generator.
Numerical Example: Power Network

Fig: Schematic diagram of the power network in our numerical example.

Let us fix $d_A = 1$, $d_B = d_C = d_D = 0$, $d_P = 3$, and $d_{Q_i} = 2$ for $i = 0, 1, 2$. Then, use the proposed algorithm to extract

$$G'(s; \alpha_1) : \begin{cases} \dot{x}(t) = A'(\alpha_1)x(t) + B'u(t), \\ y(t) = C'x(t) + D'u(t). \end{cases}$$

For this reduced system, we get

$$\sup_{\alpha \in A} \|G'(s; \alpha_1) - G(s; \alpha)\|_\infty = 0.15,$$

which corresponds to $0.3 \sup_{\alpha \in A} \|G(s; \alpha)\|_\infty$. 
Conclusions

- Complexity reduction = Model reduction + Parameter reduction;
- Computational method for complexity reduction based on sum-of-squares;
- Illustrated on a numerical example.

Future Work:
- A less computationally-intensive algorithm using randomized algorithms;
- Apply to Controller reduction problem.

For more information, please visit http://people.kth.se/~farakhi/
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