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Abstract

We propose an algorithm, based on symbolic computation packages, for testing observability conditions of general
polynomial systems, which were formulated in Sontag, SIAM J. Control Optim. 17 (1979) 139–151. Computational complexity
of the observability test can be reduced and the test simpli�ed for classes of polynomial systems. We illustrate this by
considering the class of simple Wiener–Hammerstein systems, which consist of a series of two linear dynamic blocks between
which a static nonlinearity is “sandwiched”. We consider the case when the nonlinearity is a monomial N (·)= (·)q; q¿1.
Simple necessary and su�cient conditions for observability are given and they resemble, but are subtly di�erent from, the
well known result on observability for the series connection of two linear systems. c© 1998 Elsevier Science B.V. All rights
reserved.
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1. Introduction

Observability is one of the fundamental notions in
control theory. Our ability to reconstruct, and not di-
rectly measure, the state vector of the system is not
only theoretically appealing but also of utmost impor-
tance in practice. Indeed, if the plant is observable,
the number of (expensive) sensors necessary for op-
eration of the system can be drastically reduced. This
implication of the observability notion is most obvious
one. However, a number of other important analysis
and synthesis control questions directly depend on this
notion. For instance, observability plays a prominent
role in realization theory; in optimal control theory
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(LQ), stability of optimal regulators depend directly
on whether the unstable states are “observable” in the
cost, etc.
Observability of polynomial discrete-time systems

was studied in [15, 16], where Sontag de�ned and
analyzed relationships between a number of observ-
ability properties. The conditions for multiple exper-
iment observability which he presented are di�cult
to check and they amount to testing if a (very gen-
eral) polynomial mapping is one-to-one. No general
method was provided in [16] for testing the bijec-
tivity and only methods which provide su�cient
conditions were referred to. We use constructions
from [16, 17] and recently emerged symbolic com-
putation packages (Gr�obner basis method [4] and
QEPCAD [2]) as tools in order to automate testing
of the observability for general polynomial systems.
The algorithmic test is guaranteed to check necessary
and su�cient conditions for observability in �nite
time.
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Fig. 1. Simple Wiener–Hammerstein model.

In the second part of the paper we concentrate on a
particular class of polynomial systems, often referred
to as simpleWiener–Hammerstein systems [5,6]. Sim-
ple Wiener–Hammerstein systems arise in black-box
identi�cation for nonlinear systems [5, 6] (see Fig. 1).
These systems can be viewed as a series connection
of two linear systems between which there is a static
nonlinearity, often a polynomial. We concentrate on
the situation when the nonlinearity is a monomial
N (·)= (·)q; q¿1; q∈N.
If we view a simple Wiener–Hammerstein system

as a series connection of a linear system with out-
put nonlinearity (called also output nonlinear or sim-
ple Wiener model) and another linear system, we can
state a very elegant observability test which resem-
bles the well-known observability condition for purely
linear series. In the linear case, besides observability
of the linear subsystems, the set of poles of the �rst
subsystem and the set of zeroes of the second sub-
system must have an empty intersection in order to
have observability of the overall system [7]. For sim-
ple Wiener–Hammerstein systems, however, besides
observability of the subsystems, the set of poles of the
�rst linear block and the set of zeroes of the second
linear block must not have the common zero element.
In other words, any pole=zero cancellation is allowed
except for the case when the �rst linear block has a
pole and the second subsystem has a zero at the origin.
This resembles very much the statement obtained

in [8–10] for series connection of a sign linear
system with another linear system (in Fig. 1, the non-
linearity is N (·)= sign(·)). There, however, observ-
ability of subsystems always implies observability of
the connection, which is not case for the systems we
consider. On the other hand, the result presented in
[8] on simple Wiener–Hammerstein systems with sat-
urating nonlinearities (Fig. 1 with N (·)= sat(·)) ex-
cludes any pole=zero cancelation of the linear blocks.
The result we obtain for simple Wiener–Hammerstein
systems is necessary and su�cient and the situation
is interesting since only some pole=zero cancelations
destroy observability.
Let us �nally remark that a number of controlla-

bility results for generalized Hammerstein and sim-
ple Wiener–Hammerstein systems was obtained in

[11–14], where similar conditions for null and com-
plete controllability were obtained. In particular,
complete controllability results in [13, 12] can be re-
garded as “dual” to the observability result obtained
in this paper, although the proofs are quite di�erent.
The paper is organized as follows. In Section 2

we present de�nitions and preliminaries. In Section 3
an observability test for general polynomial systems
which is based on the Gr�obner basis method is pre-
sented. Section 4 is dedicated to observability of sim-
ple Wiener–Hammerstein systems and in the last sec-
tion we summarize our results.

2. Preliminaries

Consider general polynomial systems of the form

x(k +1)=f(x(k); u(k));

y(k)= h(x(k));
(1)

where y∈Rp; u∈Rm; x∈Rn and h and f are
vector polynomial functions in all their arguments.
We denote the output of the system (1) at time
step N which is obtained when a control sequence
UN = {u(0); u(1); : : : ; u(N − 1)} is applied to the
system and emanating from the initial state x as
y(N; x; UN ).
The notion of observability that we investigate is:

De�nition 1. System (1) is observable if for each
pair of initial states � 6= �, there exists an inte-
ger N and an input sequence UN which yields
y(N; �; UN ) 6=y(N; �; UN ).

Observability in the sense of De�nition 1 represents
the so-called multiple experiment observability – any
two pairs of states can be distinguished by some input
sequence. A number of other observability properties
were de�ned and their relationships for polynomial
systems analyzed in [16].
We use the standard de�nitions of rings and �elds

[4]. The sets of real, natural and rational numbers are
respectively denoted as R;N and Q. Rn is a set of all
n-tuples of elements of R, where n∈N. The ring of
polynomials in n variables over a �eld k is denoted as
k[x1; x2; : : : ; xn].
Letf1; f2; : : : ; fs be polynomials inR[x1; x2; : : : ; xn].

Then we de�ne V (f1; f2; : : : ; fs)= {(a1; a2; : : : ; an)∈
Rn :fi(a1; a2; : : : ; an)= 0 for all 16i6s}. We call
V (f1; f2; : : : ; fs) the real algebraic set or real variety
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de�ned by the polynomials f1; f2; : : : ; fs. A subset
I ⊂R[x1; x2; : : : ; xn] is an ideal if: 0∈ I ;f; g∈ I , then
f+ g∈ I ; f∈ I and h∈R[x1; : : : ; xn], then hf∈ I .
Let f1; f2; : : : ; fs be polynomials in R[x1; x2; : : : ; xn].
Then the set 〈f1; : : : ; fs〉 de�ned as

〈f1; : : : ; fs〉=
{

s∑
i=1

hifi : h1; : : : ; hs ∈R[x1; : : : ; xn]
}

is called the ideal generated by f1; f2; : : : ; fs. We use
the notation V (J ) to denote the variety V (f1; : : : ; fn),
where fi are the generators of the ideal J .
We use the symbolic computation packages: the

Gr�obner basis algorithm [1, 4] and QEPCAD [2, 3].
For space reasons, we do not present any details on
the algorithms and the reader is referred to [1, 4, 2, 3]
for the description of the operation of algorithms.
A set S ⊂Rn is called semi-algebraic if it can be

constructed by �nitely many applications of union, in-
tersection and complementation operations on sets of
the form {x∈Rn: fi(x)¿0}, where fi are polynomi-
als in x with real coe�cients. Given a semi-algebraic
set S we denote its de�ning expression as S(x). Given
a set of polynomials f1; : : : ; fs, their reduced Gr�obner
basis is denoted as GB[f1; : : : ; fs] [4].

3. An algorithm for observability testing

The construction given below is presented for SISO
systems (1) to simplify presentation but it can be used
for general MIMO case. The method that we use be-
low is used in [16,17] to prove some results. However,
in [16] the test for checking observability notion of
De�nition 1 requires testing if a polynomial mapping
is bijective, which is not easy and only su�cient con-
ditions for this were referred to in the paper. By using
the Gr�obner basis method and QEPCAD we gain a
straightforward algorithmic observability test, which
tests necessary and su�cient observability conditions.
The algorithm is guaranteed to test this notion in �nite
time.
We consider all states �; �∈Rn; � 6= � which pro-

duce the same output sequence irrespective of the ap-
plied input sequence. A real variety Vz ⊂Rn×Rn is
constructed in the following way (see also [17]).
If two states �; �∈Rn cannot be distinguished by

any input sequence, then necessarily we have that
h(�)= h(�). We construct an ideal J1 = 〈h(�)− h(�)〉.
Suppose that h(f(x; u)) depends explicitly on u. We
can write h(f(x; u))= hm(x)um+ · · ·+h1(x)u+h0(x).

Then the states �; � which produce the same output in
�rst and second time steps irrespective of the applied
control satisfy

h(�)= h(�);

hi(�)= hi(�); ∀i=0; 1; : : : ; m:
(2)

We construct an ideal J2 = 〈h(�)− h(�); hm(�)−
hm(�); : : : ; h0(�)− h0(�)〉. Notice, that J1⊆ J2 by
construction. If J1 = J2, then all states that can-
not be distinguished by the inputs are contained in
the variety V (J1)⊂Rn×Rn. Suppose that J1 6= J2.
Then we have that J1⊂ J2. Let us compute the set
of states for which the outputs are identical for the
�rst three time steps. These states necessarily satisfy
hi(f(�; u))−hi(f(�; u))= 0; ∀u∈R; ∀i=0; 1; : : : ;
m0. If we denote hi(f(x; u))= hpi; i(x)u

pi + · · ·+
h1; i(x)u+ h0; i(x), we construct the ideal

J3 = 〈h(�)− h(�); hm(�)− hm(�); : : : ; h0(�)− h0(�);
hpm;m(�)− hpm;m(�); : : : ; h0;0(�)− h0;0(�)〉 :

If J3 = J2 the variety V (J2) contains all indistinguish-
able states. Otherwise, we have J1⊂ J2⊂ J3. We con-
tinue the same construction to obtain an ascending
chain of ideals J1⊂ J2⊂ J3⊂ · · · ; which must termi-
nate [17, 4], that is JN = JN+1 for some N . We let
Vz =V (JN ). All the indistinguishable states belong to
the set Sz =Vz ∩{(�; �): � 6= �}. This set is a semi-
algebraic subset of Rn×Rn. If we denote the set of
equations obtained when all generators of JN are set
equal to zero as JN (�; �), using QEPCAD we can
check the following decision problem:

(∃�)(∃�)[JN (�; �)∧ � 6= �]: (3)

If the answer to Eq. (3) is FALSE (Sz = ∅), the systems
observable and vice versa. We can compare whether
the ideals Ji and Ji+1;∀i are equal by comparing their
reduced Gr�obner bases for the same ordering. The
construction which was just described can be formally
stated as an algorithmic observability test, which stops
in �nite time:

An algorithmic observability test:
1. k =1; f(x; u); h(x); J1 = 〈h(�)− h(�)〉 ; G1 =GB
[J1], �x a monomial ordering.

2. k = k +1.
3. Compute ideal Jk and its reduced Gr�obner basis
Gk =GB[Jk ].

4. Compare whether Gk =Gk−1. If yes go to 5. If not
go to 2.
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5. Check using QEPCAD if the decision problem (3)
is satis�ed. If not, the system is observable and vice
versa.

The observability test for polynomial systems ter-
minates always in �nite time, since we need to com-
pute �nitely many times the Gr�obner basis of certain
ideals and then use QEPCAD to solve the decision
problem (3). The computational cost associated with
the observability test is large.
Sometimes we may not have to use the QEPCAD

algorithm in testing observability. From construction
of Vz =V (JN ), we see that V (�− �)⊆Vz and the sys-
tem is observable if and only if Vz =V (�− �). If at
one step we obtain that the reduced Gr�obner basis of
the ideal Jk is {�− �}, we know that the system is
observable since it immediately follows that Jk = Jk+1
and Vz =V (�− �). This situation is illustrated by the
following example.

Example 1. Consider the simple Wiener system

x1(k +1)= x2(k);

x2(k +1)=−x1(k)− 2x2(k)+ u(k); (4)

y(k)= x21(k):

The system consists of a linear dynamical block and
quadratic static nonlinearity, which is at the output of
the system.
To �nd the variety Vz ⊂Rn×Rn, the following ide-

als are constructed:

J1 =
〈
�21− �21

〉
;

J2 =
〈
�21− �21; �22− �22

〉
;

J3 =
〈
�21− �21; �22− �22; (�1 + 2�2)2− (�1 + 2�2)2;
(�1 + 2�2)− (�1 + 2�2)〉 ;

J4 =
〈
�21− �21; �22− �22; (�1 + 2�2)2− (�1 + 2�2)2;
(�1 + 2�2)− (�1 + 2�2)(2�1 + �2)2

− (2�1 + �2)2; 2�1 + �2− 2�1− �2− 2�1
− 3�2 + 2�1 + 3�2〉

(5)

and by using the Gr�obner basis algorithm, with lex-
icographic ordering �1� �2� �1� �2 we obtain that
GB[J4]= {�1− �1; �2− �2} and therefore J4 = J5.
The system is observable since Vz =V (J4)=V (�1−
�1; �2− �2) and consequently Sz = ∅.

4. Simple Wiener–Hammerstein systems

In this section we concentrate on simple Wiener–
Hammerstein systems of the form (see Fig. 1)

x1(k +1)=Ax1(k)+ bu(k);

x2(k +1)=Fx2(k)+ g(cx1(k))q; (6)

y(k)= hx2(k);

where xi ∈Rni ; i=1; 2; n1 + n2 = n; u∈R; q∈N;
q¿1 and matrices A; F; b; g are of appropriate dimen-
sions. The system consists of a series connection of
two linear dynamical blocks

W1(z) =
y1(z)
u1(z)

= c(zI −A)−1b= �1(z)
�1(z)

;

W2(z) =
y2(z)
u2(z)

= h(zI −F)−1g= �2(z)
�2(z)

;

(7)

interconnected via the static nonlinearity u2(k)=
(y1(k))q. We also have that the input of the over-
all system u(k)= u1(k) and output of the overall
system y(k)=y2(k). To simplify exposition, we
assume without loss of generality that there are no
feed-through terms for transfer functions Wi(z). We
emphasize, however, that our main results hold in
this case. It is also assumed that the relative degree d
of the system (6) is �nite. In other words, the control
explicitly appears in the formula for y(k; x; Uk) for
some k¡n. This implies that b 6=0 and g 6=0.
The following decomposition of the simpleWiener–

Hammerstein system is used in the sequel. We say
that the linear dynamical block W1(z) and the static
nonlinearity (·)q is the subsystem S1
x1(k +1)=Ax1(k)+ bu(k);

z(k)= (y1(k))q=(cx1(k))q
(8)

and that the linear block W2(z) is the subsystem S2

x2(k +1)=Fx2(k)+ gu(k);

y(k)= hx2(k):
(9)

Notice that only the �rst subsystem (8) is nonlinear in
output (simpleWiener model), whereas subsystem (9)
is linear. The well-known condition for observability
of linear system (9) is that the observability matrix


h

hF

: : :

hFn−1



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is nonsingular and then we say that the pair (h; F) is
an observable pair. An obvious necessary condition
for observability of system (8) is that (c; A) is an ob-
servable pair. If q in Eq. (8) is an even integer, the
output nonlinearity is not bijective and we also have
the following necessary condition for observability,
which was proved in [8, 9] (Lemma 2.4 in [9]):

Lemma 1. System (8) with q an even integer is ob-
servable only if A is nonsingular.

We state the necessary and su�cient conditions for
observability of simple Wiener system (8) with q an
even integer:

Theorem 1. Simple Wiener system (8), with q a pos-
itive even integer, is observable if and only if
1. (c; A) is an observable pair,
2. A is non-singular,
3. b 6=0.

To shorten notation, we write z(k)= zk ; u(k)= uk
and x1(0)= x1.

Proof of Theorem 1. (Necessity) The necessity of
the �rst condition is obvious. Lemma 1 tells us that
the second condition is necessary. We show that
b 6=0 is also necessary. Suppose that system (8) is
observable but b=0. The output of system (8) at
time steps k =0; 1; 2; : : : for any sequence of controls
Uk is z(k)= (cAk−1x1)q; k =0; 1; : : : . It is easy to
see now that the states �1 =−�1; �1 6=0 are indistin-
guishable since (cAk�1)q=(−cAk�1)q; ∀k =0; 1; : : : ;
which contradicts our assumption on observability.
(Su�ciency) Suppose that the conditions of

Theorem 1 are satis�ed but system (8) is not observ-
able. Consider the outputs z of system (8) with the
control sequence Uk :

z(k; x1; Uk)= (cAkx1)q; k =0; 1; : : : ; d1− 2;
z(d1; x1; Ud1 ) = (cA

d1x1 + cAd1−1bu0)q;

z(d2; x1; Ud1+1)=(cA
d1+1x1+cAd1bu0+cAd1−1bu1)q;

: : : : : : :

Notice that because of observability of (c; A), we
have that cAd1−1b 6=0 for some d1 ∈{1; : : : ; n1} since
b 6=0 and hence system (8) has a �nite relative de-
gree d16n1. Hence, cAd1−1b 6=0. We note that any
two indistinguishable states �1 6= �1 should satisfy
∀k;∀Uk; z(k; �1; Uk)= z(k; �1; Uk). For k =d1, we

obtain that

(cAd1�1 + cAd1−1bu0)q− (cAd1�1 + cAd1−1bu0)q≡ 0;
(10)

as a function of u0. By using the binomial formula,
we can write the above expression as a polynomial in
u0 whose coe�cients are polynomials in entries of �1
and �1. Then expression (10) is identically equal to
zero if and only if all coe�cients of the polynomial are
equal to zero. Consider the coe�cient that multiplies
uq−10 :(
q

1

)
(cAd1−1b)q−1(cAd1�1− cAd1�1);

where(
q

j

)
=

q!
j!(q− j) ; j=0; 1; : : : ; q:

Since cAd1−1b 6=0 we necessarily have that indis-
tinguishable states must satisfy cAd1�1− cAd1�1 = 0.
Similarly, by looking at expressions z(k; �1; Uk)− z(k;
�1; Uk)≡ 0; k =d1 + 1; : : : ; d1 + n1− 1, we obtain that
indistinguishable states must satisfy cAd1+k�1− cAd1+k
�1 = 0; k =1; 2; : : : ; n1− 1. We can write these equa-
tions in the matrix form:


c

cA

: : :

cAn1−1


Ad1 (�1− �1)= 0: (11)

Since (c; A) is an observable pair and A is nonsingular
(Ad1 is also nonsingular) we have that Eq. (11) holds
if and only if �1 = �1 and hence there do not exist
indistinguishable states �1 6= �1, a contradiction.

We denote the sets of poles of the linear blocks (7)
as Pi= {z ∈C: ai(z)= 0}; i=1; 2 and the sets of ze-
ros asZi= {z ∈C: bi(z)= 0}; i=1; 2. In order to ap-
preciate the subtle di�erence of our result from the
linear result, we present the well known linear observ-
ability condition for observability of a series connec-
tion of two systems.

Theorem 2 (Kailath [7]). The linear system (6), with
q=1, is observable if and only if both subsystems (8)
and (9) are observable and P1 ∩Z2 = ∅.
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Now we state the main result of this section (notice
the di�erence with Theorem 2).

Theorem 3. The simple Wiener–Hammerstein sys-
tem (6), with q¿1, is observable if and only if subsys-
tems (8) and (9) are both observable and 0 =∈P1 ∩Z2.

Comment 1. It is interesting to explore the subtle
di�erence between the observability conditions for
the linear case in Theorems 2 and 3. If we connect
two observable linear systems in series, any pole zero
cancelation (P1 ∩Z2 6= ∅) leads to loss of observ-
ability. If we connect an observable simple Wiener
system in series with an observable linear system,
only pole of W1(z) and zero of W2(z) at the origin
(0∈P1 ∩Z2) destroys observability. An interesting
interpretation of our result is as follows. Suppose that
W1(z) has no poles at the origin, W1(z) and W2(z)
are both observable but the linear series connection
is not (hence P1 ∩Z2 6= ∅). By nonlinearizing the in-
terconnection channel (inserting, for example, a cu-
bic nonlinearity between the linear blocks) we recover
observability.

Proof of Theorem 3. (Su�ciency) Consider �rst the
situation when both (c; A) and (h; F) are observable
and 0 =∈P1, that is, the matrix A is nonsingular. Con-
sider the outputs of system (6) at time steps k =0; 1; : : :
as a function of past inputs and the initial state. To
shorten notation, we write y(k)=yk ; u(k)= uk and
xi(0)= xi; i=1; 2; : : : ; n.

y0 = hx2;

y1 = hFx2 + hg(cx1)q;

y2 = hF2x2 + hFg(cx1)q+ hg(cAx1 + cbu0)q

...
... (12)

yk = h


Fkx2 + k−1∑

j=0

Fk−1−jg

(
C

(
Ajx1

+
j−1∑
i=0

Aj−1−ibui

))q :
We would consider which polynomials in x are used
from equations (12) to form ideals Jk in the previous
section, which are used in the computation of the vari-
ety Vz ⊂Rn×Rn. The �rst two ideals are readily read

out from the Eqs. (12), and they are given by

J1 = 〈h�2− h�2〉 ;
J2 = 〈h�2− h�2; hF�2+hg(c�1)q−hF�2+hg(c�1)q〉 :

(13)

To form the ideal J3, consider the expression for y2 in
Eq. (12). Notice that using the binomial formula, we
can write the l.h.s. as follows:

hF2x2 + hFg(cx1)q+ hg
q∑
j=0

(
q

j

)
(cAx1)q−j(cbu0) j:

Without loss of generality, we can assume that sub-
systems (8) and (9) have relative degrees 1, that is
hg 6=0; cb 6=0. 2 Then, the ideal J3 would necessarily
have the following generators (cA�1) j − (cA�1) j; j=
1; : : : ; q− 1. Similarly, it can be shown using the bi-
nomial expression for l.h.s. of equations for yk ; k¿4
that the ideals Jk ; k¿4 have necessarily generators of
the form:

(cAk−2�1) j − (cAk−2�1) j; j=1; : : : ; q− 1: (14)

Since the �rst subsystem is observable by assumption
and A is nonsingular, we can see from the ideal Jn+2
that


c

cA

: : :

cAn−1


A(�1− �1)= 0;

must be satis�ed for any two states in order to
be indistinguishable and this implies that any pos-
sible indistinguishable states must satisfy �1 = �1,
since (c; A) is an observable pair. With this equa-
tion, we can considerably simplify the polynomi-
als that de�ne ideals Jk since �1 and �1 “cancel
each other out” and we obtain the simpli�ed ideals
Jk=

〈
h(�2−�2); : : : ; hF k−1(�2−�2)

〉
; k=1; : : : ; n+2.

Hence indistinguishable states should also satisfy


h

hF

: : :

hFn


 (�2− �2)= 0

2 If this condition is violated, the proof follows along the same
lines but we need to consider the formulas outputs for large enough
time k, for which hFig 6=; cAjb 6=0; i; j∈{0; 1; 2; : : : ; k}. Since
system (6) is assumed to have a �nite relative degree, such a time
always exists.
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and since the pair (h; F) is observable, this can happen
only when �2− �2 = 0. We have that Vz =V (�− �),
which implies Sz = ∅ and the system is observable.
Notice that in the purely linear case the polynomi-
als (14) do not appear since then q− 1=0 and they
are de�ned only for q¿1! This shows the di�erence
between the purely linear case and the nonlinear case
that we consider.
We note that if q is an even integer, then from

Lemma 1 it follows that it is necessary for observabil-
ity of the �rst subsystem that 0 =∈P1. Hence, we only
need to address the situation when q is an odd integer
and 0∈P1.
Suppose, therefore that q is odd, 0∈P1 and 0 =∈Z2.

First notice that since A is singular, we can always
�nd a coordinate transformation for the �rst subsystem
such that T−1AT =diag{A11; J} where A11 is nonsin-
gular and J nilpotent. Suppose that the systems ma-
trix A is already in the diagonal form and decompose
the state vector x1 = (�xT1 x̂T1 )

T so that variables with
the “bar” correspond to nonzero modes and with the
“hat” to zero modes. We �rst show that it is possible to
concentrate on showing indistinguishability only for
states corresponding to zero modes.
Consider the output yk(12) for k su�ciently large

enough so that cAk+1 = ( �c 0), that is J k+1 =0. If
we consider then the subsequent outputs, we obtain
that the following equations should be satis�ed for the
indistinguishable states:

( �cAk−211
��1)

j − ( �cAk−211 ��1)
j =0; j=1; : : : ; q− 1 (15)

and because of observability of (c; A) we obtain that
��1 = ��1. So we can concentrate only on the situation
when the matrix A= J is nilpotent.
In order to simplify presentation, the rest of the

proof is carried out for a special situation when
�1(z)= z2; �1(z)= c2z+ c1; �2(z)= z3 + a1z2 + a2z
+ a3; �2(z)= b1z2 + b2z+ b3. The following formu-
las for Markov parameters as functions of coe�cients
of �2(z) and �2(z) of the second subsystem are used:

hg= b1;

hFg=−a1b1 + b2;
hF2g=−a1(−a1b1 + b2)− a2b1 + b3;
hF kg=−a1(hF k−1g)− a2(hF k−2g)

− a3(hF k−3g); k¿3: (16)

For any two indistinguishable states � 6= � we should
have that ∀k;∀Uk; y(k; �; Uk)=y(k; �; Uk). But then

for indistinguishable states it holds also that for any
ti ∈R; N ∈N
N∑
i=1

tiy(ki; �; Uki)=
N∑
i=1

tiy(ki; �; Uki); ∀Uki :

We can simplify the formulas that de�ne ideals Jk con-
siderably if instead of formulas for yk ; k¿3 (12), we
consider the following sums yk + a1yk−1 + a2yk−2 +
a3yk−3; k¿3, where ai are coe�cients of the polyno-
mial �2(z). By using, formulas for Markov parameters
(17) we obtain

y0 = hx2;

y1 = hFx2 + hg(cx1)q;

y2 = hF2x2 + hFg(cx1)q+ hg(cJx1 + cbu0)q;

y3 + a1y2 + a2y1 + a3y0

=b3(cx1)q+b2(cJx1+cbu0)q+b1(cJbu0+cbu1)q;

y4 + a1y3 + a2y2 + a3y1 (17)

= b3(cJx1 + cbu0)q+ b2(cJbu0 + cbu1)q

+ b1(cJbu1 + cbu2)q;

y5 + a1y4 + a2y3 + a3y2

= b3(cJbu0 + cbu1)q+ b2(cJbu1 + cbu2)q

+ b1(cJbu2 + cbu3)q:

Eq. (17) shows that due to the �nite impulse response
of the �rst subsystem, we can compute all indistin-
guishable states only from the �rst �ve Eq. (17),
that is using yi; i=0; : : : ; 4. Since, by assumption
the polynomial �2(z) has no zero roots, we have that
b3 6=0. From the �fth formula in Eq. (17) we see that
the indistinguishable states should necessarily satisfy
(cJ�1) j − (cJ�1) j =0; j=1; : : : ; q. From the fourth
equation, we then also have that (c�1)q− (c�1)q=0
and since q is odd, this implies that(
c

cJ

)
(�1− �1)= 0

which because of observability of (c; A)= (c; J ) im-
plies that for indistinguishable states we have �1 = �1.
Using this formula, from the �rst three equations in
Eq. (17) we then obtain that


h

hF

hF2


 (�2− �2)= 0
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and because of observability of (h; F) this holds if and
only if �2 = �2. The system is observable since the
only indistinguishable states are �= �.
(Necessity) Necessity of the observability of the

subsystems is obvious. Necessity of 0 =∈P1 ∩Z2

is given for the particular case. We show that
0∈P1 ∩Z2 leads to existence of indistinguishable
states �∗ 6= �∗. Necessarily then we have that b3 = 0
in Eq. (17) and without loss of generality, suppose
that b2 6=0. From the �fth equation we have that
indistinguishable states should satisfy

(cJ�1) j − (cJ�1) j =0; j=1; : : : ; q: (18)

However, we are then left with only �rst three equa-
tions in Eq. (17). Hence, indistinguishable states can
be characterized by Eq. (18) and


h

hF

hF2


 (�2− �2)=




0

−hg
−hFg


 (�1− �1): (19)

Take �∗1 = 0 and �
∗
1 6=0 so that cJ�∗1 = 0. Eq. (19) is

satis�ed and from the equation we obtain the unique
solution (�∗2 − �∗2)= v∗ because (h; F) is observable.
The pair of states

�∗=

(
0

�∗2 +v
∗

)
; �∗=

(
�∗1
�∗2

)
; �∗1 6=0; �∗2 ∈Rn2

are indistinguishable. The particular case can be easily
generalized to systems of arbitrary order.

Comment 2. With our assumption on the �nite rela-
tive degree of system (6), the observability conditions
become very simple (note that this implies that b 6=0
and g 6=0). Indeed, if q is odd we just need to check
whether
1. (c; A) is observable pair,
2. (h; F) is observable pair,
3. 0 =∈P1 ∩Z2.

On the other hand, if q is an even integer, we need to
check if
1. (c; A) is observable pair,
2. A is nonsingular, which implies 0 =∈P1 ∩Z2,
3. (h; F) is observable pair.

This simpli�es the observability test considerably
since only linear algebra is needed.

Comment 3. Theorem 3 can be regarded as a “dual”
statement to the complete controllability results for
simple Wiener–Hammerstein system which were ob-
tained in [12] with q an odd integer. Indeed, the main

result on controllability of Eq. (6) in [12] states that
the connection is controllable if and only if the both
systems are controllable and 0 =∈Z1 ∩P2. However,
for controllability the �rst subsystem is assumed to be
the linear block W1(z) and the second subsystem is
the static nonlinearity in series with the second linear
block. The statement for dead-beat (or null) control-
lability is even simpler since dead-beat controllability
of subsystems always implies dead-beat controllabil-
ity of the overall system. In other words, the situa-
tion 0∈Z1 ∩P2 is allowed for dead-beat controlla-
bility (since uncontrollable zero modes are allowed).
With these results, analysis of controllability and ob-
servability for several classes ofWiener–Hammerstein
type models is very easy.

Example 2. Consider the system:

x1(k +1)= x2(k);

x2(k +1)=−x1(k)− 2x2(k)+ u(k);
x3(k +1)− x4(k);
x4(k +1)=−x3(k)+ x21(k);
y(k)= x3(k):

(20)

The system consists of the simple Wiener model from
Example 1 and a linear system. The �rst subsystem
was shown to be observable in Example 1. Note
that we could obtain the same conclusion by using
Theorem 1 directly.
We test only for observability of the second linear

subsystem with the matrices:

h=(1 0); F =

(
0 1

−1 0

)

and the observability matrix(
h

hF

)
=

(
1 0

0 1

)

is nonsingular. Since A is nonsingular, we have that
0 =∈P1 ∩Z2, the conditions of Theorem 3 are satis�ed
and the simple Wiener–Hammerstein system (6) is
observable.

Example 3. Consider the following simple Wiener–
Hammerstein system:

x1(k +1)= u(k);

x2(k +1)= x3(k);
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x3(k +1)=−x2(k)+ x31(k); (21)

y(k)= x3(k):

The system consists of the linear blocks W1(z)= 1=z
and W2(z)= z=(z2 + 1) with the nonlinearity (·)3.
Both linear blocks are easily seen to be observ-
able but in this case 0∈P1 ∩Z2 and according to
Theorem 3 the system is not observable. Let us
compute the set of indistinguishable states using
the algorithm we presented. The ideals Jk are given
below:

J1 = 〈�3− �3〉 ;
J2 =

〈
�3− �3;−�2 + �31 + �2− �31

〉
;

J3 =
〈
�3− �3;−�2 + �31 + �2− �31;−�3 + �3

〉 (22)

and the Gr�obner bases for ideals J2 and J3 are com-
puted. They turn out to be equal GB[J2]=GB[J3],
which implies that Sz =V (J2)∩{(�; �): � 6= �}. The
set of indistinguishable states:

Sz = {(�; �)∈R2n: �3− �3 = 0∧−�2 + �31

+ �2− �31 = 0∧ � 6= �}
is nonempty, since for instance the states �∗=(1 1 1)T

and �∗=(2 8 1)T belong to Sz and are indistinguish-
able by any input sequence.

5. Summary

We presented an algorithmic observability test
for general polynomial systems, which stops in �-
nite time. The test is based on the Gr�obner basis
method and QEPCAD algorithm. For the class of
simple Wiener–Hammerstein systems we stated
much simpler necessary and su�cient observability
conditions. The obtained observability test is very
easy to check and requires the use of linear algebra
only.
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