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Abstract: We design a nonlinear control law for a four degree of freedom
spherical inverted pendulum based on the forwarding technique. We first explore
the forwarding structure of the spherical inverted pendulum model and then
find a control law to stabilize the angle variables. Next, we develop a nested
saturating controller for the whole system. The control law is evaluated through
simulations.Copyright c©2005 IFAC
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1. INTRODUCTION

The spherical inverted pendulum is a cylindrical
beam attached to a horizontal plane via a univer-
sal joint (see Figure 1). The pendulum’s universal
joint is free to move in the horizontal plane, un-
der the influence of a planar force. Gravity acts
on the beam making the downward position the
naturally stable position. The control objective
considered here is to use the planar force to drive
the inverted pendulum in such a way that the
upright position is stable and attractive with a
large domain of attraction, e.g., the upper half
hemisphere. Moreover, the pendulum’s universal
joint has to be returned to a given point on the
plane and remain there. Ignoring the spin around
the symmetry axis of the cylindrical beam, the
spherical pendulum has four degrees of freedom,
the position of the universal joint in the plane

1 e-mail: g.liu@ee.mu.oz.au. This research has been sup-
ported by the Centre of Excellence in Guidance and Con-
trol and funded by the Defence Science & Technology Or-
ganization. The authors would like to thank Dr. David An-
geli for his design idea on stabilising the spherical inverted
pendulum and Dr D.Chwa for verifying the equations of
dynamics.

(x, y) and the angle position, azimuth and eleva-
tion (φ, θ) of the beam.

Such a device is an abstraction for a rocket pro-
pelled body, and is also of interest in robotics.

From a control design point of view, the spherical
inverted pendulum is a complex system because it
is nonlinear and unstable. The control of a spheri-
cal inverted pendulum is considered in (Albouy
and Praly, 2000; Yang et al., 2000; Chung et
al., 2000; Bloch et al., 2000; Bloch et al., 2001).
In (Albouy and Praly, 2000), a swing-up strategy
is proposed based on passivity. Stabilizing the
pendulum locally around an operating point is dis-
cussed in (Yang et al., 2000; Chung et al., 2000),
where the pendulum is analyzed under the as-
sumption of small deviations from the vertical
upright position. We find two continuous con-
trollers in the literature that attempt to achieve
nonlocal stabilization of the pendulum (Bloch
et al., 2000; Bloch et al., 2001). In (Bloch et
al., 2000; Bloch et al., 2001), the authors use the
controlled Lagrangian framework to derive a con-
troller to regulate the angles for a spherical pen-
dulum. However, to the best of our knowledge, no
complete solution for the stabilization/regulation



Fig. 1. The spherical inverted pendulum

of all four degrees of freedom of a spherical in-
verted pendulum has appeared in the literature.

In this paper, we develop a complete controller
using both the forwarding technique as proposed
in (Teel, 1996) such that the controlled pendulum
is stabilized about the upper (unstable) equilib-
rium. The proposed controller brings the pen-
dulum from any initial condition in the upper
hemisphere (φ ∈ (−π/2, +π/2) in Figure 1) to the
preferred upright position.

The paper is organized as follows. Next, we re-
call some results from nonlinear control theories.
In section 3, we introduce the model in a from
that allows us to appeal to the forwarding design
methodology. Then, we complete the control de-
sign and present some simulations before offering
some final observation.

2. PRELIMINARIES

A continuous function α : [0, a) → [0,∞) is said
to belong to class K if it is strictly increasing
and α(0) = 0. If a = ∞ and limr→∞ α(r) =
∞, the function is said to belong to class K∞.
C− denotes the left hand side of the complex
plane. We use the concept of “asymptotic gain”
(see (Teel, 1996; Isidori, 1999)), which considers
only bounds on the asymptotic behavior of the
response, as t → ∞. For a piecewise-continuous
function u : [0,∞) → Rm, define ‖u(·)‖a =
lim supt→∞{max1≤i≤m |ui(t)|}. The quantity thus
introduced is referred to as the asymptotic “norm”
of u(·).

The initial conditions are defined as x◦1
4
=

x1(0) ∈ X1 and (x1, x2)
4
= (xT

1 , xT
2 )T is used

for convenience. A saturation function is σ(s)
4
={

sgn(s), |s| > 1
s, |s| ≤ 1 where sgn is the sign function.

The next result is a key design tool in forwarding.

Theorem 2.1. (Teel, 1996; Isidori, 1999) Consider
the system

ż = Ax + gi(ξi, u), ξ̇i = fi(ξi, u) (1)

in which z ∈ Rn, ξi ∈ Rv, u ∈ Rm, gi(ξi, u)
and fi(ξi, u) are locally Lipschitz, differentiable
at (ξi, u) = (0, 0), and gi(0, 0) = 0, fi(0, 0) = 0.
Assume that: (i) there exists a symmetric matrix
P > 0 such that PA + AT P ≤ 0,
(ii) the linear approximation of the system at the
equilibrium (zi, ξi, u) = (0, 0, 0) is stabilizable.
Moreover, assume that there exists a function
αi : Rv ×Rm → Rm

(ξi, v) 7→ αi(ξi, v) , with αi(0, 0) = 0,

which is locally Lipschitz, differentiable at (ξi, v) =
(0, 0), with the following properties:
(iiia) the matrix

[
∂αi(ξi,v)

∂v

]
(0,0)

is nonsingular,

(iiib) the matrix
[

∂fi(ξi,αi(ξi,v))
∂ξi

]
(0,0)

has all eigen-

values in C−,
(iiic) the system ξ̇i = fi(ξi, αi(ξi, v)), y = ξi satis-
fies an asymptotic (input v to output y ) bound ,
with restriction ξi on ξ◦i , restriction V > 0 on v(·),
with linear gain function γv(·). Set ξi+1 = (z, ξi),

ṽ = n + v, fi+1(ξi+1, u) =
(

Az + gi(ξi, u)
fi(ξi, u)

)
,

Fi+1 =
[

∂fi+1(ξi+1,αi(ξi,v))
∂ξi+1

]
(0,0),

Gi+1 =
[

∂fi+1(ξi+1,αi(ξi,v))
∂v

]
(0,0). Then, the pair

(Fi+1, Gi+1) is stabilisable. Let σ(·) be any Rm

-valued saturation function. Pick a ṽ × m ma-
trix Ki+1 such that (Fi+1 + Gi+1Ki+1) has all
eigenvalues in C− and, for some δ′ > 0, system
ẋ = Fi+1x+Gi+1σ(Ki+1x+v)+w, y = x satisfies
an asymptotic (input (v,w) to output y) bound,
with no restriction on x◦ and restriction δ′ on
v(·) and w(·), with linear gain functions γv(·) and
γw(·). Pick two m × m matrices Γ and Ω such
that Γ + Ω is nonsingular. Consider the function
αi+1 : Rṽ ×Rm → Rm

(ξi, v) 7→ αi

(
ξi, λσ

(
Ki+1ξi+1 + Γv

λ

)
+ Ωv

)

Then, there exist numbers λ > 0 and ṽ > 0 such
that
(a) the matrix

[
∂αi+1(ξi+1,v)

∂v

]
(0,0)

is nonsingular,

(b) the matrix
[

∂fi+1(ξi+1,αi+1(ξi+1,v))
∂ξi+1

]
(0,0)

has all

eigenvalues in C−,
(c) the system ξ̇i+1 = fi+1(ξi+1, αi+1(ξi+1, v)),
y = ξi+1 satisfies an asymptotic (input v - output
y) bound, with restriction ξi+1 = Rn×Xi on ξ◦i+1,
restriction Ṽ > 0 on v(·), with linear gain function
γv(·).

This result can be repeatedly used to globally
asymptotically stabilize a system in the so called
forwarding form.



3. THE DYNAMIC MODEL IN
FORWARDING FORM

The setting of the pendulum is outlined in Fig-
ure 1 and Table 1. Using the Euler-Lagrange’s
equations for modelling of mechanical systems
(Hand, 1998, pg.19)

d

dt

(
∂L

∂{q̇i}
)
− ∂L

∂{qi} = {Qi}, i = 1, . . . , n, (2)

we obtain equations of motion for our system

D(q) · {q̈i}+ C(q, q̇) · {q̇i}+ G(q) = {Qi}, (3)

where the entries of matrix D, C, G and {Qi} are
given in Appendix. By multiplying the inverse of
inertial matrix D−1 to two sides of the dynamic
equation (3), we rewrite equations of dynamics

{q̈i} = D−1(q) · ({Qi} − C(q, q̇) · {q̇i} − g(q)) .(4)

Table 1. Nomenclature for the spherical
inverted pendulum

Name Symbol Unit Simulation
Value

Generalized Coord. (x, y, φ, θ) m or rad -
Shape Variables (φ, θ) rad -
External Variables (x,y) m -
The Length 2× L m 0.6
The Radius R m 0.02
The Mass m kg 0.35
Gravity g m/s2 9.8
Actuation Forces Fx, Fy N -
Viscous Fric. Coef. Cx,y N · s/m 1× 10−4

Viscous Fric. Coef. Cφ,C2
θ N · s/rad 1× 10−4

Torque Fric. Coef. C1
θ N/rad 1× 10−4

We identify an upper triangular structure for the
dynamics of the pendulum (4) that is suitable for
controller design based on forwarding techniques.
Let ξ11

4
= (θ, θ̇), ξ12

4
= (φ, φ̇), ξ1

4
= (ξ11, ξ12)

z1
4
= ẋ, z2

4
= x, z3

4
= ẏ, and z4

4
= y be the

states and u
4
= (Fx, Fy) be the input. We write

the dynamics (4) in a forwarding form:

żi = Aizi + gi(ξi, u), ξ̇i = fi(ξi, u), (5)

where i = 1, . . . , 4, Ai = 0, g2(ξ1, u)= z1,
g4(ξ4, u)= z3 and the explicit expression of
g1(ξ1, u), g3(ξ3, u), f12(ξ11, ξ12, u) and f11(ξ11, ξ12, u)
are obtained from (4) but are omitted for space
reasons.

To simplify the design of ξ1 subsystem, the re-
lationship between (Fx,Fy) and (ẍ,ÿ) can be in-

verted. To this end, we let ẍ
4
= ax, ÿ

4
= ax and

define
[

uφ

uθ

]
4
=

1
L

[
cos θ sin θ
− sin θ cos θ

] [
ax

ay

]
. (6)

4. NONLINEAR CONTROLLER DESIGN

The forwarding controller for the planar pendu-
lum proposed in (Angeli, 2001; Teel, 1996) can be
extended to the spherical inverted pendulum. Re-
lying on this idea, we formulate a full forwarding
controller for the spherical inverted pendulum.

With this triangular structure, we can use the
forwarding technique to design a stabilizing con-
troller in the following manner:

Step 1 Derive a controller for the ξ̇11 subsystem
where ξ11

4
= (θ, θ̇) ∈ R2 as a domain of attrac-

tion;
Step 2 Derive a controller for the ξ̇12 subsystem

where ξ12
4
= (φ,φ̇)∈ (−π

2 , +π
2 )×R as a domain

of attraction by using the results of Teel (Teel,
1996). Step 1 together with Step 2 stabilize
subsystem ξ̇1 = f1(ξ1, u);

Step 3-6 Use Theorem 2.1 repeatedly to de-
sign a controller for the augmented subsystem
ξi+1

4
= (zi, ξi) where D = {ξi+1 ∈ Ri+4|φ ∈

(−π
2 ,+π

2 )×Ri+3} as a domain of attraction.

After going through Step 1-6, we obtain a nested
saturation controller for the spherical inverted
pendulum. In what follows, we will describe how
we design the controller step by step.

4.1 Design Step 1

In our formulation of the controller, we regulate
both θ and θ̇ to the origin in order to apply
the forwarding method 2 and we also introduce
frictions to assist stabilizing the pendulum about
upper (unstable) equilibrium. On condition that
θ̇ and θ converge to zero, the problem is recast as
the one of stabilizing a planar inverted pendulum
with the goal of making φ = 0.

Taking

uθ =
4
3

sin φ(k1θ + k2θ̇)−
(

8
3
− R2

2L2

)
φ̇θ̇ cos φ.(7)

The controller (7) is explained as follows,

• The first term in (7) render sin(φ) in the
closed loop “unimportant” (when R = 0, the
first term of the closed loop is independent
of sin φ);

• The second term in (7) eliminates Coriolis
and reduces the coupling between φ and θ
dynamics,

2 This means that there is a preferred orientation for the
body. From a control application point of view this may or
may not be important. Our explicit assumption is that the
orientation is important.



which yields the closed loop dynamics

ξ̇11 = Aξ11(φ(t))ξ11
4
= f11, (8)

where

Aξ11(φ(t)) =
(

0
−ψ1(φ(t))k1 − ψ2(φ(t))C1

θ

1
−ψ1(φ(t))k2 − ψ2(φ(t))C2

θ

)

with ψ1(φ(t)) =
4
3 L2 sin2 φ(t)

4
3 L2 sin2 φ(t)+ 1

4 R2(cos2 φ(t)+1)
,

ψ2(φ(t)) = 1
m( 4

3 L2 sin2 φ(t)+ 1
4 R2(cos2 φ(t)+1))

. It is

clear that 1 > ψ1(φ(t)) ≥ 0 and 4
mR2 >

ψ2(φ(t)) > 12
m(4L2+3R2) hold for any φ(t). The

next result concludes that the closed loop ξ11

subsystem is globally asymptotically stable under
some mild and natural conditions.

Lemma 4.1. The closed loop subsystem (8), with
bounded functions ψ1(φ(t)) and ψ2(φ(t)) such
that 1 > ψ1(φ(t)) ≥ 0 and 4

mR2 > ψ2(φ(t)) >
12

m(4L2+3R2) hold for any φ(t), is globally exponen-
tially stable if k1, k2, C1

θ and C2
θ are positive.

Proof. Provided k1, k2, C1
θ , C2

θ > 0, −k1 −
4C1

θ

mR2 < −ψ1(φ(t))k1 − ψ2(φ(t))C1
θ ≤ −|M̃ | <

− 12C1
θ

m(4L2+3R2) and −k2 − 4C2
θ

mR2 < −ψ1(φ(t))k2 −
ψ2(φ(t))C2

θ ≤ −|Ñ | < − 12C2
θ

m(4L2+3R2) hold for any
φ(t). Because of R << L, the upper bounds
−|M̃ |, −|Ñ | are approximately − 2C1

θ

mR2 and − 2C2
θ

mR2

respectively.

It is natural that the friction coefficients C1
θ ,

C2
θ> 0 hold. Given k1, k2 > 0, it is easy to find a

symmetric positive definite matrix Pξ11 = PT
ξ11

>
0, which is independent of t, and constants α1, α2,
α3 > 0 such that the Lyapunov function candidate

Vξ11 = ξT
11Pξ11ξ11, (9)

satisfies

α1|ξ11|2 ≤ ξT
11Pξ11ξ11 ≤ α2|ξ11|2, (10)

and

∂Vξ11(·)
∂ξ11

f11 = ξT
11

[
(Aξ11(·))T Pξ11 + Pξ11

(Aξ11(·))] ξ11 ≤ −α3|ξ11|2, (11)

for any φ(t).

Therefore, the closed loop ξ11 subsystem is glob-
ally exponentially stable (referring to (Liu, 2004)
for details). /

4.2 Design Step 2

We now stabilize the ξ12 subsystem. Setting

ũφ = L2uφ −
(

4
3
L2 − 1

4
R2

)
sin φθ̇2, (12)

yields closed loop dynamics of ξ̇12 = f12(ξ11, ξ12, u),

ξ̇12 =


 φ̇

a sin φ− b cos φũφ − b

m
Cφφ̇


 , (13)

where a = gL
4
3 L2+ 1

4 R2 , b = 1
4
3 L2+ 1

4 R2 .

The equation (13) coincides with the correspond-
ing equation in the forwarding structure of the
planar inverted pendulum (Angeli, 2001; Teel,
1996).

In our design, we develop a controller for the
ξ12 subsystem by slightly modifying the controller
proposed in (Teel, 1996). We choose the input
signal

ũφ =
1

b cosφ

(
a sin φ + c1 tanφ + c2φ̇

)
, (14)

where c1 > 0, c2 > 0 (we add c1 and replace
σ(φ̇) by φ̇ in the result of (Teel, 1996)). Observe
that this control is smooth on the set (φ, φ̇) ∈(−π

2 , π
2

) × R
4
= χ2. Then, on this set, the closed

loop dynamics are governed by

ξ̇12 =


 φ̇

−c1 tanφ− c2φ̇− b

m
Cφφ̇


 4

= f12. (15)

Now consider the Lyapunov function candidate

Vξ12 = c1

φ∫

0

tan(s)ds +
1
2
φ̇2

= c1 ln | cos−1 φ|+ 1
2
φ̇2. (16)

Notice that Vξ12 →∞ as |φ| → π
2 or as |φ̇| → ∞.

Taking the derivative of this function along the
vector field in (15) gives

∂Vξ12

∂ξ12
f12 = c1(tan φ)φ̇ + φ̇

(
−c1 tanφ− c2φ̇

−bCφ

m
φ̇

)
= −bCφ

m
φ̇2 − c2φ̇

2. (17)

Since Cφ > 0, c2 > 0, (17) is negative semi-
definite. We can apply LaSalle’s lemma to prove
that the origin is asymptotically stable. To find
E = {ξ12 ∈ χ2|∂Vξ12

∂ξ12
f12 = 0}, note that

∂Vξ12
∂ξ12

f12 = 0 ⇐⇒ φ̇ = 0. Hence, E = {ξ12 ∈



χ2|φ̇ = 0}. Let ξ12(t) be a solution that belongs
to E:

φ̇(t) ≡ 0 ⇒ φ̈(t) ≡ 0 ⇒ tan(φ(t)) ≡ 0 ⇒ φ(t) ≡ 0.

Therefore, the only solution that can stay identi-
cally in E is the trivial solution ξ12(t) ≡ 0. Thus,
the origin is asymptotically stable with basin of
attraction

(−π
2 , π

2

)×R.

The controller (7) together with the controller
(12), which includes (14), induce a unified con-
troller (F 1

x , F 1
y ) which ensures the stability of the

ξ1 subsystem.

4.3 Design Step 3-6

By applying Theorem 2.1 repeatedly, we can ob-
tain a nested saturating controller for each aug-
mented system ξi+1, i = 1, . . . , 4.

The design task is to design some saturation
function for vi, i = 1, . . . , 4 such that αi(ξi, vi),

i = 1, . . . , 4 with the external input vi
4
=(vi

x, vi
y),

i = 1, . . . , 4 ensures that the augmented system

fi+1(ξi+1, αi(·, ·)) =
(

Aizi + gi(ξi, αi(·, ·))
fi(ξi, αi(·, ·))

)
,(18)

satisfy an asymptotic input-output bound.

In each step of the recursive design, we must
make sure that all conditions in Theorem 2.1
hold. Assumption (i) holds as Ai = 0, i =
1, . . . , 4. Notice that the linear approximation
of each augmented system at the equilibrium
(zi, ξi, vi) = (0, 0, 0), i = 1, . . . , 4 is stabilizable.
Thus, assumption (ii) holds. Assumptions (iiia-c)
are automatically satisfied because they are the
results of the previous step design. In summary,
all conditions are satisfied.

Now, we can apply the Theorem 2.1 to de-
sign a complete control law for the pendulum.
(Fi+1,Gi+1), i = 1, . . . , 4 is stabilizable. We em-
ploy LQR design for all recursive design steps
and obtain the optimal gain matrices Ki+1, i =
1, . . . , 4 such that the controller vi = Ki+1ξi+1

minimizes the cost function

J(ξi+1, vi) =

∞∫

0

(ξT
i+1Qξi+1 + vT

i Rvi)dt, (19)

where Q and R are weight matrices. All eigenval-
ues of (Fi+1 + Gi+1Ki+1) are in C−.

Finally, a nested saturating controller for the
whole system is obtained

u =
(

F 1
x

F 1
y

)
+ σi+1, for i = 1, . . . , 4, (20)

where σi+1
4
= λi+1σ

(
1

λi+1
(Ki+1ξi+1 + Γi+1vi+1)

)
,

vi+1 = σi+2. The controller yields a domain of
attraction, D = {(φ◦, φ̇◦, θ◦, θ̇◦, ẋ◦, x◦, ẏ◦, y◦)∈
R8| − π

2 ≤ φ◦ ≤ π
2 }.

5. SIMULATION

The controller is evaluated through simulation.
We let λ2 = 1.5, λ3 = 1, λ4 = 0.28, λ5 = 0.18,
Γi+1 = diag(1, 1), v5(·) = 0, c1 = 50 (N/rad),
c2 = 20 (N · s/rad), k1 = 100 (N/rad) and
k2 = 500 (N · s/rad) for our design. Let the
initial output values: θ◦ = 70◦, φ◦ = −40◦,
x◦ = 1, y◦ = 2 and all initial velocities are
zero. The simulation results are shown in Figure
2. Notice the time scales in the responses. These
are due to nested saturation in the design. This
indicates that perhaps a faster control may be
achieved by alternative methods, and this is under
investigation.

6. CONCLUSION

We identified an appropriate upper triangular
structure for the dynamics of the spherical in-
verted pendulum allowing us to use the forwarding
method to design a complete nonlinear controller.
First, a controller for the shape variables is found
and then we design a nested saturating controller
for the whole system. The controller has a large
domain of attraction. The simulation results il-
lustrate this. Our future work is to analyze the
robustness of the controller and extend the con-
troller towards trajectory tracking.
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Appendix

The inertial matrix is

D(q) =




m 0
0 m

mL cosφ cos θ mL cos φ sin θ
−mL sin φ sin θ mL sin φ cos θ

mL cos φ cos θ −mL sinφ sin θ
mL cosφ sin θ mL sin φ cos θ

4
3
mL2 +

1
4
mR2 0

0 m(
4
3
L2 sin2 φ +

1
4
R2(cos2 φ + 1))




.

The Coriolis and centrifugal matrix is

C(q, q̇) =




0 0 −mL(φ̇ sin φ cos θ + θ̇ cosφ sin θ)
0 0 −mL(φ̇ sin φ sin θ − θ̇ cos φ cos θ)
0 0 0

0 0 (
4
3
mL2 − 1

4
mR2)θ̇ sin φ cos φ

−mL(φ̇ cosφ sin θ + θ̇ sin φ cos θ)
mL(φ̇ cosφ cos θ − θ̇ sin φ sin θ)

(
1
4
mR2 − 4

3
mL2)θ̇ sin φ cos φ

(
4
3
mL2 − 1

4
mR2)φ̇ sin φ cos φ




.

The gravity term and the external forces are

G(q) =




0
0

−mgL sin φ
0


 , {Qi} =




Fx − Cxẋ
Fy − Cy ẏ

−Cφφ̇

−C1
θθ − C2

θ θ̇


 .


