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Abstract— In the path-following problem formulated in this paper,
it is required that the error between the system output and the desired
geometric path eventually be less than any prespecified constant. If in
a nonlinear MIMO system the output derivatives do not enter into its
zero dynamics, a condition relating path geometry and stabilizability
of the zero dynamics is given under which a solution to this problem
exists. The solution is obtained by combining input-to-state stability
and hybrid system methodologies.

I. I NTRODUCTION

Path-following has recently been formulated to replace the stan-
dard reference tracking as more suitable for certain applications
[1]-[8]. The primary task in this framework is to steer an object to
reach and follow a geometric path, that is, a manifold parameter-
ized by a scalarθ, while properties of the object’s motion along
the path are of secondary importance. Path-following problems are
first solved with respect to the path parameterθ, leaving the choice
of a timing law for it as an additional degree of freedom. This
additional flexibility of path-following is often a major advantage
over reference tracking. For example, stable walking for biped
robots [7] is achieved by ensuring that an output converges to a
manifold parameterized by the angle of robot’s stance leg with
respect to the surface. This manifold parametrization led to a
dramatic simplification in stability analysis of the underlying
system. Another example is the use of an internal model in [8]
parameterized by system’s output position to reject the disturbance
represented by path’s varying curvature.

Here, we use the freedom to design a timing law for the
path parameterθ to overcome the classical limitations imposed
by unstable zero dynamics on tracking accuracy [13]. This idea
was introduced in [9]-[11], where a time derivative of the path
parameterθ is used to stabilize zero dynamics, while the original
control variable is used for steering the system along the path.

We develop a path-following design for nonlinear systems with
unstable zero dynamics. Our main assumption is that output
derivatives do not enter into zero dynamics. Although restrictive,
this assumption is a useful starting point common in the literature,
see for example Chapter 2.3 in [12] and Chapter 2.4 in [16].
We design a feedback law for the original control variable to
achieve convergence of an auxiliary output to the path. The
auxiliary output is to have the same relative degree as the original
output and the resulting zero dynamics are to be input-to-state
stable (ISS) when the auxiliary output is treated as their input.
A feedback law for a time derivative ofθ is then designed
to ensure closeness of the trajectories of the original and the
auxiliary output. We give a sufficient condition on path geometry
and stabilizability of the zero dynamics under which difference
between the original and the auxiliary output can be made smaller
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than any prespecified constant. The idea of replacing the original
output by an auxiliary one has already been exploited in the
flatness approach, see [14]-[15] and references therein. The key
difference here is that instead of searching for a flat output which
approximates the original output, we construct a feedback law for
a derivative ofθ to reduce the difference between the two outputs.

In Section II we formulate a path-following problem for a
class of nonlinear systems with unstable zero dynamics and give
a sufficient condition for its solvability. We first give a design
procedure in Section III, and then prove that the designed feedback
laws solve the path-following problem in Section IV. An example
is given in Section V and concluding remarks are in Section VI.

II. PROBLEM STATEMENT

In this paper we focus on path-following for nonlinear systems
with unstable zero dynamics. We consider systems with vector
relative degree{r1, . . . , rm} which can be transformed by means
of a global coordinate and feedback transformation into

ż = f(z, y), z ∈ IRn−r, (1)

ẋi = Arix
i + Briui, yi = Crix

i, (2)

where x , [(x1)T . . . (xm)T ]T , xi , [xi
1 . . . xi

ri
]T , y ,

[y1 . . . ym]T , u , [u1 . . . um]T , r ,
∑m

i=1 ri, a C1 map
f : IRn−r × IRm → IRn−r satisfiesf(0, 0) = 0, and matrices
Ari ∈ IRri×ri , BT

ri
, Cri ∈ IR1×ri are given by

Ari =

[
0 Iri−1

0 0

]
,

BT
ri

=
[

0 . . . 0 1
]
,

Cri =
[

1 0 . . . 0
]
.

For simplicity we assume that this transformation is valid globally,
but stress that it needs to exist only in a set containing the path.
The class of systems which are globally diffeomorphic to system
(1)-(2) is characterized in [16]-[17]. Subsystem (1) represents the
unstable zero dynamics driven by the outputy but not by any
of its derivatives. Subsystem (2) consists ofm integrator chains
relating the inputu with the outputy.

Definition 1: Path Yd is one-dimensional manifoldYd ,
{yd(θ) = [yd1(θ) . . . ydm(θ)]T : θ ≥ 0} whereydi : IR → IR
are smooth bounded functions,ydi ∈ Cri , i = 1, . . . , m. ¤

We augment system (1)-(2) with the following dynamics

Θ̇ = Ar?Θ + Br?ω, Θ , [θ . . . θ(r?−1)]T , (3)

wherer? = maxi ri is the maximal relative degree of an output
componentyi in (2), Θ representsr? additional states stemming
from the path parameterθ, andω is an additional control input
representing ther?th

derivative ofθ, θ(r?) , ω. A key feature of
path-following is the possibility to design a feedback law forω
in (3) and determineθ(t) as a function of system states. Standard
reference tracking, in whichθ(t) = t, is a special case of path-
following whereω = 0 andΘ(0) = [0 1 0 . . . 0]T .

Given the path-following accuracyε > 0, our goal is to
construct feedback laws for the original control inputu and for
ω, the highest time derivative of the path parameterθ, to ensure
that solutions of system (1)-(3) satisfy:



R1) Practical convergence:lim supt→∞ ‖y(t)− yd(θ(t))‖ ≤ ε,
R2) Forward motion:θ̇(t) ≥ 0 and limt→∞ θ(t) = ∞,
R3) State boundedness:∀t ≥ 0, ‖x(t)‖ ≤ nx(‖x(0)‖, ‖z(0)‖),

‖z(t)‖ ≤ nz(‖x(0)‖, ‖z(0)‖), ‖[θ̇(t) . . . θ(r?−1)(t)]‖ ≤
MΘ,

wherenx, nz : IR+ × IR+ → IR+ are continuous functions and
MΘ > 0. We impose the requirementR2 to mimic reference
tracking, that is, to prevent the outputy to converge to a point
on the pathYd, limt→∞ θ(t) = ∞, and to prevent its backward
motion along the pathYd, θ̇ ≥ 0.

The presence of unstable zero dynamics prevents asymptotic
tracking of arbitrary reference signals, and in such situations the
bound on tracking errorε in lim supt→∞ ‖y(t) − yd(t)‖ ≤ ε
can not be made arbitrarily small [13]. We exploit the additional
freedom of path-following and give conditions on path geometry
and stabilizability of zero dynamics such that for arbitrarily small
ε > 0 there exist feedback laws foru andω guaranteeingR1-R3.

The case of interest is when zero dynamics (1) are unstable but
the outputy can be used as the control variable to stabilize them.
In Assumption 1 we require existence of a feedback lawy = σ(z)
and a Lyapunov functionVz, such that when the feedback law
y = σ(z) is implemented with a bounded errord , y − σ(z),
the derivative ofVz satisfies a particular bound.

Assumption 1:Let Cr?

functionσ : IRn−r → IRm, σ(0) = 0,
C2 Lyapunov functionVz : IRn−r → IR+, Vz(0) = 0, class
K∞ functions αi : IR+ → IR+, i = 1, 2, 3, and C1 function
π : IRn−r → IRm, π(0) = 0, satisfy∀z ∈ IRn−r and∀d ∈ IRm

A1: α1(‖z‖) ≤ Vz(z) ≤ α2(‖z‖),
A2: ∂Vz

∂z
f(z, σ(z) + d) ≤ −α3(‖z‖) + πT (z)d,

A3: lim‖z‖→∞
‖π(z)‖

α3(‖z‖) = 0. ¤
In Assumption 2 we relate path geometry with the functionπ

from Assumption 1.
Assumption 2:There exist constantsθM > θm > 0 such that

∀z ∈ IRn−r and∀θ > 0, mins∈[θ+θm,θ+θM ] π
T (z)yd(s) ≤ 0. ¤

Remark 1:Assumption 1 implies that zero dynamics (1) are
ISS wrt d. To show that we define a nondecreasing, continuous
function

ρ(s) , inf
‖z‖≥s

α3(‖z‖)
max{1, ‖π(z)‖} ,

which due to A3 satisfieslims→∞ ρ(s) = ∞. Consequently, there
exists a function% ∈ K∞ satisfying%(s) < ρ(s), for all s 6= 0.
From A2, for ‖z‖ ≥ %−1(‖d‖), ‖d‖ 6= 0, we obtain

V̇z ≤ −α3(‖z‖) + max{1, ‖π(z)‖}%(‖z‖)
= max{1, ‖π(z)‖}

{
− α3(‖z‖)

max{1, ‖π(z)‖} + %(‖z‖)
}

≤ max{1, ‖π(z)‖} {−ρ(‖z‖) + %(‖z‖)} < 0,

which implies that zero dynamics (1) are ISS wrtd, [20]. If d ∈
L∞, then there exists a functionν ∈ KL such that solutions of
zero dynamics (1) satisfy

‖z(t)‖ ≤ ν(‖z(0)‖, t) + α?(sup
t≥0

‖d(t)‖), (4)

where α? , α−1
1 ◦ α2 ◦ %−1, and the level set of the

Lyapunov function Vz specified by the constantc = α2 ◦
%−1(lim supt→∞ ‖d(t)‖)

Ωz(c) , {z ∈ IRn−rm : Vz(z) ≤ c}, (5)

is globally attractive and forward invariant for (1). ¤

We design ahybrid dynamic feedback law of the form

u = ϕ(xs, xc), ω = φ(xs, xc, q),
[
xT

s xT
c

]T ∈ S(q),

{
ẋc = fc(xs, xc),
q = const.

[
xT

s xT
c

]T ∈ clS(q),

{
x+

c = fd(xs, xc),
q+ = Jq(xs, xc, q)

(6)

wherexc andq are its continuous and discrete states, respectively.
The discrete stateq belongs to a finite setQ, S(q) is a closed
set for allq ∈ Q, clS(q) is the closure of its complement,xs ,
[xT zT ΘT ]T , X , [xT

s xT
c ]T , and x(t+) , lims↓t x(s). We

initialize subsystem (3) and feedback law (6) at particular values,

Θ = Θ0, xc = xc0, q = q0. (7)

We use the standard definition for the solutions of hybrid system
(1)-(3) and (6), [18]-[19].

Definition 2: A function of time [XT (t) q(t)]T , t ∈ [0, Tf ),
Tf ≤ ∞, is a solution of hybrid system (1)-(3), (6) if there exists
a sequence of instants{tj}N

j=1, tj ≤ tj+1, N ≤ ∞, such that for
all t ∈ [tj , tj+1) and1 ≤ j ≤ N , the following conditions hold

X(t) ∈ S(q(t))

Ẋ(t) = Fs(X(t), q(t))
q(t) = q(tj)

,
X(tj) ∈ clS(q(tj))
X(t+j ) = Fd(X(tj), q(tj))

q(t+j ) = Jq(X(tj), q(tj))
, (8)

where the functionsFs andFd are suitably defined by combining
(1)-(3), (6). We say that att = tj the jth transition occurs. ¤

Theorem 1:Let zero dynamics (1) and the pathYd satisfy
Assumptions 1-2. Then for any accuracyε > 0 there exists
feedback law (6) and initial conditions (7), such that the solutions
of system (1)-(3), (6) satisfy the requirementsR1− R3. ¥

Remark 2:For controllable linear systems (1)-(2), that is, when
f(z, y) = Azz + Bzy and the pair(Az, Bz) is controllable,
Assumption 1 is automatically satisfied, while Assumption 2 is
equivalent to existence of constantsθM > θm > 0 such that for all
w ∈ IRm and θ ∈ IR+ we havemins∈[θ+θm,θ+θM ] w

T yd(s) ≤
0. Thus, for such linear systems the requirementsR1−R3 hinge
on Assumption 2, which is then a purely geometric condition.
For example, when the output is two dimensional, Assumption 2
requires that for allθ ≥ 0 the section of the pathYd corresponding
to the interval[θ+θm, θ+θM ] enters into all quadrants. We note
that a sufficient condition under which the requirementsR1− R3
can be ensured forε = 0 and controllable linear systems (1)-(2)
is given in [11] and it implies Assumption 2. ¤

III. D ESIGN

In this Section we design feedback law (6) that ensures the
requirementsR1-R3. If a quantity in the designed feedback law
depends on the path-following accuracyε, we write ε in its
superscript. By considering dependence of such quantities onε,
we study properties of the resulting family of feedback laws with
an emphasis on members corresponding to small values ofε.

Let zero dynamics (1) and the pathYd satisfy Assumptions 1-2,
and fix the path-following accuracyε > 0. Utilizing the function
σ from Assumption 1, the feedback law foru in (6) is given by

ui = ϕi(xs, xc) , y
(ri)
di (θ)+σ(ri)(z)−Kiẽ

i, ϕ , [ϕ1 . . . ϕm]T ,
(9)

where the gainsKi ∈ IR1×ri make the matrixAi , Ari−BriKi

Hurwitz, ẽ , [(ẽ1)T . . . (ẽm)T ]T , ẽi , [ẽi
1 . . . ẽi

ri
]T , and

ẽi = [xi
1 − σi − yd . . . xi

ri
− σ

(ri−1)
i − y

(ri−1)
d ]T . (10)



The hybrid dynamic feedback law forω is based on the Lya-
punov functionVz and the bound on its derivative from Assump-
tion 1. It has one discrete stateq ∈ Q , {Start, Wait, Align}
denoting its mode, and three continuous states,xc , [τ zT

d θd]T .
The stateτ measures the duration of the visit to the current
mode, whilezd and θd respectively represent the values of zero
dynamics’ statesz and path parameterθ at the instant of the most
recent transition. The modeStart is used only initially until the
zero dynamic statesz and the errors̃e do not become sufficiently
small. In the modeAlign the path parameterθ is driven to a
value at which the bound on derivative of the Lyapunov function
Vz is negative. During this mode the Lyapunov functionVz may
increase. In the modeWait the path parameterθ is kept constant
and the Lyapunov functionVz is decreased for an amount that is
larger than its increase during the previous visit toAlign.

The feedback law forω in (6) is given by

ω = φε(τ, zd, θd, q) ,
{

0, q 6= Align,
φε

A(τ, zd, θd), q = Align,
(11)

where the functionφε
A : IR+×IRn−r×IR+ → IR is to be defined.

The continuous and jump dynamics for the statesxc = [τ zT
d θd]T

in (6) are respectively given by

X ∈ S




τ̇ = 1
żd = 0

θ̇d = 0

, X ∈ clS̄




τ+ = 0
z+

d = z
θ+

d = θ
, (12)

whereS , ∪q∈QS(q). The sets on which continuous dynamics
are valid for a particular mode are defined by

S(Start) , cl{X : ẽ 6∈ Ωẽ(γ
ε
1) ∨ z 6∈ Ωz(c

?)},
S(Align) , cl{X : τ ≤ T ε

a},
S(Wait) , cl{X : z 6∈ Ωz(

dε

4
) ∧ V̇z ≤ −γε

2},
(13)

where Ωe(γ) , {ẽ ∈ IRr : Ve(ẽ) ≤ γ} is a level set of the
Lyapunov function

Ve(ẽ) , ẽT P ẽ, P = diag{P1, . . . , Pm},
Pi = P T

i > 0, AT
i Pi + PiAi ≤ −I,

(14)

V̇z , ∂Vz
∂z

f(z, y) denotes the derivative of the Lyapunov function
Vz from along the solutions of zero dynamics (1), and constants
c?, γε

1, γε
2, andT ε

a are given in (23) and (25), respectively.
The next mode of feedback law (6) is determined by the

function Jε
q : IRn−r × IR+ ×Q → Q

Jε
q(z, θ, q) =

{
Align, q 6= Align ∨ z ∈ Ωz(

dε

2
),

Wait, q = Align ∧ z 6∈ Ωz(
dε

2
),

(15)

where the constantdε is defined in (25).
To construct the functionφε

A in (11) that governs evolution
of the path parameterθ in the modeAlign, we first define the
functionJθ : IRn−r×IR+ → IR+ that determines its target value
at the end of the visit in terms of the states at the beginning of
the visit

Jθ(zd, θd) = arg min
s∈[θd+θm,θd+θM ]

πT (zd)yd(s). (16)

Thenφε
A is any continuous function satisfying

φε
A(τ, zd, θd) = 0,∀τ ≥ T ε

a , φε
A(0, zd, θd) = 0 (17)

[Φr?(T ε
a , zd, θd) Φr?−1(T

ε
a , zd, θd) . . . Φ1(T

ε
a , zd, θd)]T =

[Jθ(zd, θd)− θd 0 . . . 0]T , (18)

Φr?−1(τ, zd, θd) ≥ 0, ∀τ ∈ [0, T ε
a), (19)

where Φi(τ, zd, θd) ,
∫ τ

0
Φi−1(τ1, zd, θd)dτ1, Φ0(τ, zd, θd) ,

φA(τ, zd, θd) represents theith integral of the functionφε
A and

T ε
a is defined in (25). Condition (17) combined with (11) ensures

continuity of the signalω(t) with respect to time, (18) requires
that states of subsystem (3) reach the value[Jθ(zd, θd) 0 . . . 0]T

in T ε
a seconds and remain there, while (19) corresponds to the

requirementθ̇(t) ≥ 0, seeR2. We construct the functionφε
A by

introducing a polynomial parametrization,

φε
A(τ, zd, θd) =

∑k?

k=1 pε
k(zd, θd)τk, τ ∈ [0, T ε

a), (20)

and computing the parameterspε
k(zd, θd), k = 1, . . . , k?, such

that conditions (17)-(19) hold.
We complete our design by setting the initial conditions for

subsystem (3) toΘ(0) = Θ0 = [θ0 0 . . . 0]T , θ0 ≥ 0, and for
(12) toxc(0) = xc0 , [0 0 0]T , q(0) = Start, that is, we restrict
the initial conditions of system (1)-(3), (12) to the set

X0 ×Q0 , {X : Θ = Θ0, xc = xc0} × {Start}. (21)

Remark 3: It can be shown that there exists a sufficiently large
integer k? such that for allzd and θd there exist coefficients
pε

k, k = 1, . . . , k?, for which polynomial (20) satisfies conditions
(17)-(19). Moreover, using (16) and (18) it follows that the firstr?

integrals of polynomial (20) over the interval[0, T ε
a) are uniformly

bounded for allzd andθd. Then the coefficientspε
k can be selected

to make polynomial (20) uniformly bounded as well,

sup
zd∈IRn−r, θd∈IR+, τ∈(0,T ε

a ]

|φε
A(τ, zd, θd)| ≤ M ε

ω, (22)

where for smallε the constantM ε
ω can be written asM ε

ω =
Mω (1/T ε

a)r?

. We note that bound (22) does not necessarily hold
if the functionJθ is unbounded, that is, ifθM = ∞ in (16). ¤

We now specify the relevant constants in our design. The path-
related constants are given by

My , sup
θ≥0

‖yd(θ)‖, c? , α2 ◦ %−1(My) + 1, (23)

while constants related to the Lyapunov functionVz and zero
dynamics (1) are given byπ? , supz∈Ωz(c?) ‖π(z)‖,
a1 , supz∈Ωz(c?) | − α3(‖z‖) + ‖π(z)‖(My + 1)|,
a2 , supz∈Ωz(c?)

∣∣∣∣ ∂π
∂z

∣∣∣∣ , a3 , supz∈Ωz(c?), ‖y‖≤1+My
‖f‖,

a4 , sup
(∣∣∣

∣∣∣ ∂2Vz
∂z2

∣∣∣
∣∣∣ a2

3 +
∣∣∣∣ ∂Vz

∂z

∣∣∣∣
(∣∣∣∣ ∂f

∂z

∣∣∣∣ a3 +
∣∣∣
∣∣∣ ∂f

∂y

∣∣∣
∣∣∣
))

,

(24)
wheresup for a4 is taken overz ∈ Ωz(c

?) and‖y‖ ≤ My + 1,
and for brevity we writef , f(z, σ(z)+y). Finally, the constants
dependent on the path-following accuracyε > 0 are given by
dε , sup{c ≥ 0 : supz∈Ωz(c) ‖σ(z)‖ ≤ ε}, and

γε , α3 ◦ α−1
2 (dε/2), γε

1 , pm min
{
1, (γε/(4π?))2

}
,

γε
2 , γε/4, T ε

w , γε/(4a4), ∆ε , min {dε/4, γε
2T

ε
w} ,

γε
3 , min {∆ε, dε} /2, T ε

a , min {1, γε
3/a1, γ

ε/(4Mθa2a3)} .
(25)

Note that the constantsai, i = 1, 2, 3, 4, are finite because they
represent maxima of continuous functions over compact sets, and
the constantdε is positive, because the functionσ is smooth and
satisfiesσ(0) = 0.

IV. PROOF

In this Section we prove Theorem 1. We first infer properties
induced by the feedback law foru in (9), and then with three



q = Align,
ż = f(z, y),

ẋi = Ari
xi + Bri

ϕi(xs, xc),

Θ̇ = Ar?Θ + Br? φA(τ, zd, θd),

τ̇ = 1, żd = 0, θ̇d = 0

q = Start,
ż = f(z, y),

ẋi = Ari
xi + Bri

ϕi(xs, xc),

Θ̇ = Ar?Θ,

τ̇ = 1, żd = 0, θ̇d = 0

τ+ = 0, z
+
d

= z, θ
+
d

= θ τ+ = 0, z
+
d

= z, θ
+
d

= θ

τ+ = 0, z
+
d

= z, θ
+
d

= θ

q = Wait,
ż = f(z, y),

ẋi = Ari
xi + Bri

ϕi(xs, xc),

Θ̇ = Ar?Θ,

τ̇ = 1, żd = 0, θ̇d = 0

Θ(0) = Θ0, xc(0) = xc0

τ+ = 0, z
+
d

= z, θ
+
d

= θ

τ ≥ T ε
a ∧ z 6∈ Ω( dε

2 )

τ ≥ T ε
a ∧ z ∈ Ω( dε

2 )

ẽ ∈ Ωe(γε
1) ∧ z ∈ Ω(c?)

V̇z ≥ −γε
2 ∨ z ∈ Ω( dε

4 )

Fig. 1. Hybrid system (1)-(3), (9), (11)-(12), wherei = 1, . . . , m.

Lemmata prove that under feedback laws (9), (11) all solutions of
system (1)-(3), (12) starting from set (21) satisfy the requirements
R1−R3. Substituting coordinates (10) and feedback law (9) into
system (1)-(3), we obtain

ż = f(z, σ(z) + yd(θ) + ẽy), (26)
˙̃e
i

= Aiẽ
i, i = 1, . . . , m, (27)

Θ̇ = Ar?Θ + Br?ω, (28)

where ẽy , [e1
1 . . . em

1 ]T . Taking the derivative of Lyapunov
function (14) along the solutions of subsystem (27), we get that
V̇e ≤ −‖ẽ‖2, and thus the errors̃ey converge to zero,

‖ẽy(t)‖ ≤ ‖ẽ(t)‖ ≤ (pM/pm)‖ẽ(0)‖e−t/pM . (29)

Using (5) withd = yd(θ)+ẽy and (29), we conclude that feedback
law (9) renders globally attractive and forward invariant a level
setΩz(c

?) of the Lyapunov functionVz for (26), that is,

lim sup
t→∞

Vz(z(t)) < c?, c? = α2 ◦ %−1(My) + 1. (30)

Remark 4:Feedback law foru in (9) is designed to achieve
asymptotic path-following for the auxiliary output̃y = y− σ(z),
limt→∞ ‖ỹ(t)− yd(θ(t))‖ = 0. This auxiliary output is selected
such that the resulting zero dynamics of system (1)-(2) are ISS
when the auxiliary output̃y is treated as their input. ¤

Lemma 1:Under feedback laws (9), (11) all solutions of sys-
tem (1)-(3), (12) starting from set (21) satisfyR2. ¥

Proof: Due to (21) the initial mode isStart, q(0) = Start. By
using bounds (29)-(30) and setS(Start) in (13) we conclude that
there exits an instantt1 ≥ 0 at which the first transition into the
modeAlign occurs,q(t+1 ) = Align. Combing feedback law (11)
and initial conditionΘ(0) = Θ0, we getΘ(t1) = Θ0. Moreover,
∀t ≥ t1 we have thatz(t) ∈ Ωz(c

?) and ẽ(t) ∈ Ωe(γ
ε
1), which

with the constantγε
1 in (25) implies

‖ẽy(t)‖ ≤
√

pm

pm
‖ẽ(t)‖2 ≤

√
1

pm
Ve(ẽ(t)) ≤

√
γε
1

pm
≤ 1. (31)

Let the jth transition be into the modeAlign, q(t+j ) =
Align, and let the states of subsystem (3) satisfyΘ(tj) =
[θ(tj) 0 . . . 0]T . (This hypothesis holds forj = 1). We show
that there exists an instantt̂ ≥ tj + T ε

a at which the modeAlign
is revisited, while the value of the path parameter att = t̂ has
increased by at leastθm > 0, that is,

q(t̂+) = Align, Θ(t̂) = [θ(t̂) 0 . . . 0]T ,

θ(t̂) ≥ θ(tj) + θm, θ̇(t) ≥ 0, ∀t ∈ [tj , t̂).
(32)

By using induction the claim of Lemma 1 then follows.
Duration of visits to the modeAlign is fixed, see (13), thus the

j + 1st transition occurs at the instanttj+1 = tj + T ε
a . During

the interval t ∈ [tj , tj+1), combining (11), (18)-(19) and (16),
we conclude thatθ̇(t) ≥ 0 and Θ(tj+1) = [θ(tj+1) 0 . . . 0]T ,
whereθ(tj+1) − θ(tj) ≥ Jθ(zd(tj+1), θd(tj+1)) ≥ θm. Then if
z(tj+1) ∈ Ωz(

dε

2
), from (15) we get that thej + 1st transition

is into the modeAlign, hence (32) holds for̂t = tj+1.
If z(tj+1) 6∈ Ωz(

dε

2
) the j + 1st transition is into the mode

Wait, q(t+j+1) = Wait. We show that there exists an instant
t̄ > tj+1 such that

z(t̄) ∈ Ωz (dε/4) ∨ V̇z(t̄) ≥ −γε
2. (33)

Then from the definition of setS(Wait) in (13) and (15), we get
thatj+2nd transition is into the modeAlign, q(t̄+) = Align, and
it occurs attj+2 = t̄. Using (11) we obtain thatω(t) = 0 during
the visit to the modeWait, t ∈ [tj+1, tj+2), henceΘ(tj+2) =
Θ(tj+1). Thus, (32) holds for̂t = tj+2 > tj + T ε

a .
Taking the derivative of the Lyapunov functionVz along the

solutions of (26), using Assumption 1,̃e(tj+1) ∈ Ωe(γ
ε
1), and

z(tj+1) ∈ Ω−z , Ωz(c
?) \ Ωz(

dε

2
) we get

V̇z(tj+1) ≤ −α3(‖z(tj+1)‖) + πT (tj+1)[yd(tj+1)
+ẽy(tj+1)] ≤ − inf

z 6∈Ω−z
α3(‖z‖) + πT (tj+1)yd(tj+1)

+π? supẽ∈Ωe(γε
1) ‖ẽ‖,

(34)
where, for brevity, we writeπ(t) , π(z(t)) and yd(θ(t)) ,
yd(t). We compute the bound on the second term in (34) from

πT (tj+1)yd(tj+1) ≤ πT (tj)yd(tj+1) + My‖π(tj+1)− π(tj)‖
≤ πT (tj)yd(Jθ(z(tj), θ(tj))) + My‖π(tj+1)− π(tj)‖
≤ My‖π(tj+1)− π(tj)‖
≤ Mya2 sup

z∈Ω−z , ‖ẽy‖≤1, θ≥0

∫ tj+1
tj

‖ż(t)‖dt

≤ Mya2a3(tj+1 − tj),
(35)

where the third inequality follows from Assumption 2 and (16).
Substituting (35) into (34) and utilizing the constants defined in
(23)-(25) we obtain

V̇z(tj+1) ≤ −γε+T ε
aMya2a3+π?

√
γε
1

pm
≤ −1

2
γε < −γε

2 (36)

which ascertains that at the instant of thej+1st transition into the
modeWait the derivative of Lyapunov functionVz is negative.
From (36) we deduce existence of an instanttj+2 > tj+1 at



which eitherVz becomes smaller thand
ε

4
, z(tj+2) ∈ Ωz(

dε

4
), or

its derivative becomes larger than−γε
2, V̇z(tj+2) ≥ −γε

2. Thus
condition (33) holds and the claim of Lemma 1 follows. ¥

The proof of Lemma 1 implies that at most two transitions occur
within any interval of durationT ε

a , tj+2 − tj ≥ T ε
a , j > 1, and

that the sequence{tj}∞j=1 is unbounded, that is, the transitions
never stop. Thus for any fixedε > 0 hybrid system (1)-(3), (12)
does not have Zeno solutions. Using dependence of the constant
T ε

a on the path-following accuracyε in (25), we conclude that
smallerε may lead to more frequent transitions.

We next show the trajectory closeness for the original outputy
and the auxiliary output̃y, that is,lim supt→∞ ‖y(t)− ỹ(t)‖ =
lim supt→∞ ‖σ(z(t))‖ ≤ ε. Since feedback law foru in (9)
guarantees convergence of the auxiliary outputỹ to the pathYd,
limt→∞ ‖ỹ(t)− yd(θ(t))‖ = 0, this implies the requirementR1.
We prove that the level setΩz(d

ε) of the Lyapunov functionVz is
globally attractive and forward invariant for zero dynamics (26),
where the constantdε > 0 in (25) is chosen such thatz ∈ Ωz(d

ε)
implies ‖σ(z)‖ ≤ ε.

Lemma 2:Under feedback laws (9) and (11) all solutions of
system (1)-(3), (12) starting from the set (21) satisfyR1. ¥

Proof: We compute the minimal decrease of the Lyapunov
functionVz during a visit to the modeWait. Let thejth transition
be in the modeWait, implying that z(tj) 6∈ Ωz(

dε

2
) due to

(15), andV̇z(tj) ≤ − 1
2
γε due to (36). Using the argument below

(36) we conclude existence of an instantt = tj+1 at which we
either havez(tj+1) ∈ Ωz(

dε

4
) or V̇z(tj+1) ≥ −γε

2 = − 1
4
γε.

If z(tj+1) ∈ Ωz(
dε

4
) then Vz(z(tj+1)) − Vz(z(tj)) ≤ − dε

4
. If

V̇z(tj+1) = − 1
4
γε, the minimal time needed for the derivative

of Lyapunov functionVz to reach this value is equal toT ε
w ,

1
4a4

γε ≤ tj+1 − tj , since

1
4
γε ≤ V̇z(tj+1)− V̇z(tj) =

∫ tj+1
tj

V̈z(t)dt ≤ (tj+1 − tj)a4,

wherea4 is given in (25). Hence, we obtainVz(tj+1)−Vz(tj) ≤
− 1

4
γεT ε

w. Combining the two cases, the minimal decrease of the
Lyapunov functionVz during a visit to the modeWait is

Vz(tj+1)− Vz(tj) ≤ −min {dε/4, γεT ε
w/4} , −∆ε. (37)

Similarly, we compute the maximal increase of the Lyapunov
function Vz during a visit to the modeAlign. Since duration of
the visit toAlign is equal toT ε

a , using (25) we have

Vz(tj+1)− Vz(tj)

≤ ∫ tj+1
tj

(−α3(‖z(t)‖) + πT (t)(yd(t) + ẽy(t))
)
dt ≤ T ε

aa1

≤ a1 min
{

γε
3

a1
, γε

4Mθa2a3

}
≤ min

{
1
2
∆ε, 1

2
dε

}
.

(38)
Finally, we show that the level setΩz(d

ε) of the Lyapunov
function Vz is forward invariant and globally attractive for zero
dynamic (26) by proving the following two claims

∃j?, q(t+j?) = Align, z(tj?) ∈ Ωz (dε/2) , (39)

q(t+j ) = Align, z(tj) ∈ Ωz (dε/2) ⇒
∀t > t+j , z(t) ∈ Ωz(d

ε).
(40)

To prove claim (39), let thejth transition be into the modeAlign,
q(t+j ) = Align, and z(tj) 6∈ Ωz(d

ε/2). From (13) and (30),
we have thatz(tj) ∈ Ωz(c

?). If at the end of the current visit,
that is, attj+1 = tj + T ε

a , we have thatz(tj+1) ∈ Ωz (dε/2),
using (15) claim (39) is satisfied forj? = j + 1. If z(tj+1) 6∈
Ωz (dε/2) combining (15) and (37)-(38) we conclude that the

j + 2nd transition is again into the modeAlign, andz(tj+2) ∈
Ωz(c

? − 1
2
∆ε). Repeating this argumentk times, wherek ≥

2c?−dε

∆ε , we obtain thatz(tj+2k) ∈ Ωz(c
? − k

2
∆ε) ⊆ Ωz(

dε

2
).

This proves claim (39) forj? = j + k.
To prove claim (40), let thejth transition be into the mode

Align, q(t+j ) = Align, and z(tj) ∈ Ωz(d
ε/2). If at tj+1 =

tj + T ε
a we have thatz(tj+1) ∈ Ωz (dε/2), then the next mode

is againAlign, q(t+j+1) = Align, and using (38) we obtain that
∀t ∈ [tj , tj+1), z(t) ∈ Ωz(d

ε). If z(tj+1) 6∈ Ωz (dε/2), then
from (15) the next two modes areWait and Align, q(t+j+1) =

Wait and q(t+j+2) = Align. Combining (37)-(38) we get that
z(tj+2) ∈ Ωz(d

ε/2+min{dε/2, ∆ε/2}−∆ε) ⊆ Ωz(d
ε/2), and

∀t ∈ [tj , tj+2), z(t) ∈ Ωz(d
ε). Letting t̂j be the instant of the

first transition into the modeAlign after thejth transition, we
have

q(t+j ) = Align, z(tj) ∈ Ωz (dε/2) ⇒
∃t̂j > tj , ∀t ∈ [tj , t̂j), z(t) ∈ Ωz(d

ε), and
q(t̂+j ) = Align, z(t̂j) ∈ Ωz (dε/2) .

By using induction claim (40) follows. ¥
Lemma 3:Under feedback laws (9), (11) all solutions of sys-

tem (1)-(3), (12) starting from the set (21) satisfyR3. ¥
Proof: To prove R3 we construct functionsnẽ and ñz for

which ‖ẽy(t)‖ ≤ nẽ(‖ẽ(0)‖), ‖z(t)‖ ≤ nz(‖ẽ(0)‖, ‖z(0)‖) and
compute the constantMΘ > 0 such that‖Θ(t)‖ ≤ MΘ, where
Θ , [θ̇ . . . θ(r?−1)]T . Then using (10) and boundedness of the
map yd and its partial derivatives, existence of the appropriate
functionsnx andnz in R3 follows.

The functionnẽ is obtained from (29) by takingnẽ(‖x‖) ,
pM
pm
‖x‖. The function ñz is obtained by substitutingd(t) =

ẽy(t)+yd(θ(t)) and (29) into (4), that is,‖z(t)‖ ≤ ν(‖z(0)‖, 0)+
α?( pM

pm
‖ẽ(0)‖ + My) , ñz(‖ẽ(0)‖, ‖z(0)‖). Boundedness of

the statesΘ follows from feedback law (11), conditions (18), and
bound (22). In modesWait andStart we have‖Θ(t)‖ = 0. In the
modeAlign we use bound (22) and integrating backwards from
conditions (18), we get that‖Θ(t)‖ ≤ M ε

Θ , M ε
ω

∑r?−1
i=1 (T ε

a)i.
Note that the norm of the statesΘ(t) can be bounded by a fixed
constant because their initial conditionΘ(0) in (21) is fixed. ¥

Remark 5:We compute an upper bound on the derivative of
the path parameterθ for small path-following accuraciesε. Using
Remark 2, that is,M ε

ω = Mω (1/T ε
a)r?

, it follows that under
feedback law (11) we havesupt≥0 |θ̇(t)| ≤ Mθ̇/T ε

a , where the
constantMθ̇ is independent ofε. Thus, the smaller is the path-
following accuracyε, the faster the motion along the pathYd may
be required. ¤

V. EXAMPLE

We apply our design to the system

ż1 = z2
1z2 + z2

1y1, ẏ1 = u1,
ż2 = z2

2z1 + z2
2y2, ẏ2 = u2,

(41)

with output y = [y1 y2]
T , for which the corresponding zero

dynamicsż1 = z2
1z2, ż2 = z1z

2
2 are unstable. We consider a

circular path with radiusR, Y?
d = {[R sin θ R cos θ]T : θ ≥ 0}.

With the auxiliary output̃y , [ỹ1 ỹ2]
T = y−σ(z1, z2), where

σ(z1, z2) = −[z1 + z2 z1 + z2]
T , and error coordinates̃ey ,



[ẽy1 ẽy2]
T = [ỹ1 −R sin θ ỹ2 −R cos θ]T system (41) becomes

ż1 = −z3
1 + z2

1(R sin θ + ẽy1), ˙̃ey1 = u1 − u−Rω cos θ,

ż2 = −z3
2 + z2

2(R cos θ + ẽy2), ˙̃ey2 = u2 − u + Rω sin θ,

θ̇ = ω.
(42)

whereu , z3
1 + z3

2 − z2
1 ỹ1 − z2

2 ỹ2. Taking the derivative of the
Lyapunov functionVz(z) = 1

2
(z2

1 + z2
2) along the solutions of

system (42) we geṫVz = −z4
1 − z4

2 + πT (z)(yd(θ) + ẽy), where
π(z) , [z3

1 z3
2 ]T . Hence, Assumption 1 is satisfied. Using (9), we

set the feedback law foru to

u = [Rω cos θ + u− ẽy1 −Rω sin θ + u− ẽy2]
T , (43)

and define the Lyapunov functionVe(ẽy) , 1
2
(ẽ2

y1 + ẽ2
y2). Since

the pathY?
d is circular, Assumption 2 holds with arbitraryθm > 0

andθM = θm + 2π.
We simulate hybrid system system (41), (43), (11)-(12) for

tS = 100 seconds. A typical behavior is illustrated in Figs.
2 and 3 for R = 1, ε = 0.05, and initial conditions
[y1(0) y2(0) z1(0) z2(0)]T = [0 0 1 1]T . To better illuminate
important features we select initial conditions close to the path
Y?

d and show only the initial portion, the first 10 seconds, of the
simulation in Fig. 3. The modeWait is visited only once, while
afterwards all transitions are fromAlign to Align. This behavior
was observed for all initial conditions for which the simulation
was performed.
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Fig. 2. Output trajectoryy(t) in y1 − y2 plane versus the pathY?
d
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Fig. 3. Left: path parameterθ(t), Right: Lyapunov functionVz(t).

VI. CONCLUSION

In the earlier papers [9], [11] it was demonstrated that the
path-following problem formulation avoids the well known ob-
stacle to tracking accuracy imposed by unstable zero dynamics.
These papers developed control designs for linear systems taking
advantage of the system representation [21] in which the only
input to the unstable zero dynamics is the system output. While
this representation exists for all right invertible linear systems,
it exists only for a subclass of feedback linearizable nonlinear

systems [16], [17]. For this subclass we provided a constructive
solution to the practical path-following problem combining ISS
and hybrid system methodologies.

VII. A CKNOWLEDGEMENT

Authors would like to thank Maksim V. Subbotin for his help in
simulations, and Andrew R. Teel and anonymous reviewers whose
comments significantly improved the quality of this paper.

REFERENCES

[1] J. Hauser and R. Hindman, ”Maneuver regulation from trajectory
tracking: Feedback linearizable systems”,Proc. of IFAC Symp. on
Nonlinear Control Systems Design, Lake Tahoe, CA, USA, 1995.

[2] S.A. Al-Hiddabi and N.H. McClamroch, “Tracking and Maneuver
Regulation for Nonlinear Nonminimum Phase Systems: Application
to Flight Control”, IEEE Tran. on Control System Technology, vol.
10, 2002, pp 780-792.

[3] R. Skjetne, T.I. Fossen and P.V. Kokotović, ”Robust Output Maneu-
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