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Privacy- and Context-aware Release of Trajectory Data

ELHAM NAGHIZADE, LARS KULIK, EGEMEN TANIN, and JAMES BAILEY, University of Melbourne,

Australia

The availability of large-scale spatio-temporal datasets along with the advancements in analytical models and tools have created
a unique opportunity to create valuable insights into managing key areas of society from transportation and urban planning, to
epidemiology and natural disasters management. This has encouraged the practice of releasing/publishing trajectory datasets among
data owners. However, an ill-informed publication of such rich datasets may have serious privacy implications for individuals. Balancing
privacy and utility, as a major goal in the data exchange process, is challenging due to the richness of spatio-temporal datasets. In this
paper, we focus on an individual’s stops as the most sensitive part of the trajectory and aim to preserve them through spatio-temporal
perturbation. We model a trajectory as a sequence of stops and moves, and propose an efficient algorithm that either substitutes
sensitive stop points of a trajectory with moves from the same trajectory or introduces a minimal detour if no safe Point of Interest
(POI) can be found on the same route. This hinders the amount of unnecessary distortion since the footprint of the original trajectory
is preserved as much as possible. Our experiments shows that our method balances user privacy and data utility: it protects privacy
through preventing an adversary from making inferences about sensitive stops while maintaining a high level of similarity to the
original dataset.

CCS Concepts: • Security and privacy → Data anonymization and sanitization;

Additional Key Words and Phrases: Spatio-temporal Databases, Trajectory Privacy, Data Publication, Semantics

ACM Reference Format:
Elham Naghizade, Lars Kulik, Egemen Tanin, and James Bailey. 2019. Privacy- and Context-aware Release of Trajectory Data. ACM
Trans. Spatial Algorithms Syst. 1, 1 (September 2019), 25 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn

1 INTRODUCTION

The growth in information technology and its penetration into our daily life along with the wide spread use of sensing
devices that are connected to the Internet, such as smart phones, wearables has resulted in an ever-increasing amount
of personal data being collected. According to a recent report, the are more than 7 billion mobile cellular subscriptions,
among which more than 45% are smart phones. Further, GPS-enabled navigation systems and wearables are becoming
omnipresent in the society capturing human mobility data at a fine-grained scale resulting in the generation of large,
detailed spatio-temporal datasets.

Mining large spatio-temporal datasets provides valuable insights intomanaging key areas of society such as transporta-
tion and urban planning, health and wellbeing, epidemiology and natural disasters management [8–10, 27, 28, 35, 39].
As a result, there is an increasing trend in sharing large spatio-temporal datasets among several entities. However,
privacy has become a major concern when sharing/releasing large datasets since such fine-grained data incorporate a
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large amount of personal, sensitive information as was recently observed by the Strava incident where the release of
fitness tracking data revealed a number of secret army bases [19].

Consequently, means of preserving location and trajectory privacy have drawn attention of many researchers [5, 15,
16, 23]. Most of the studies in this area can be generally divided into online and offline privacy preserving approaches.
The former deals with real-time protection of location privacy, for example, when an individual is accessing a location-
based service and requires an immediate response [5, 16, 17, 22, 30]. The latter typically addresses the privacy of
spatio-temporal databases prior to sharing/publishing or mining the data [2, 18, 20, 21, 25, 31, 32].

Since sharing large spatio-temporal datasets opens up tremendous opportunities to extract useful knowledge and to
significantly improve location-based services, we need to ensure the best possible level of data utility to enable a high
quality of analysis is crucial when preserving privacy. Despite its importance, few studies have explicitly focused on
maintaining data utility when preserving trajectory privacy. In this paper, we propose an algorithm that preserves
privacy while ensuring a high level of utility. In order to estimate the utility of trajectory data, we present a distance
measure that is able to capture the difference between two trajectories in terms of regional proximity, duration, average
speed, and it provides a good means of determining data utility for a large range of queries. To better balance the
privacy/utility trade-off, this paper focuses on a key question: What makes a trajectory sensitive? Determining the
sensitive parts of a trajectory may facilitate estimating the required level of distortion to ensure privacy without giving
up too much data utility.

Most studies in the literature aim to preserve the footprint of a trajectory, and also emphasize on the importance
of protecting its start and end point. While the stop and end of the trajectory is discriminative enough to identify
individuals with a high probability, in our paper, we assume that the identity of the individuals is known and rather
the trajectory semantics, e.g., purpose of the trip, is perceived to be sensitive. In particular, we argue that a trip’s
semantic can be learned more comprehensively from the stops of a trip that are not the start or end point, i.e., the
intermediate stops. For instance, a visit to a medical centre followed by a stop at a pharmacy may indicate that the
trip is a health-related trip. Whereas a trip with the same start point but with a stop at a mart may imply that it is a
shopping-related trip.

As a result, in this paper we focus on the intermediate stops as the sensitive parts of a trajectory and propose an
approach to protect these sensitive stops as the private parts of the trajectory. Protecting stop points rather than the
whole trajectory can be beneficial in two ways. First, it alleviates the amount of distortion that is added to the original
trajectory data. In addition, this method of protecting trajectory data is highly effective when an adversary’s goal is to
make further inferences about an individual, e.g., their health or financial status, rather than their identity.

Recently, some studies [14, 20, 24, 31] also aim to protect specific parts of a trajectory that are considered to be more
sensitive rather than protecting trajectory as a whole. For instance, Huo et al. [20] assume that most of an adversary’s
background knowledge is associated with an individual’s visited places and hence, preserving such places protects
the trajectory. To hide the whereabouts of an individual, they coarsened the location of visited places in the database.
However, repeated transitions between coarse and fine granularities in dataset may help an adversary to infer additional
information from an individual’s path, and hence violate trajectory privacy. As a result, our approach aims to preserve
the uniformity of the dataset in terms of granularity. Besides, in our work all stop points are not considered equally
private and their level of sensitivity is determined according to their location type, e.g. hospital, station, restaurant, as
well as other parameters.

A key idea of this paper is to change the original sequence of stops and moves in a trajectory to protect sensitive
stops while ensuring that data granularity remains uniform. This is achieved by first making a sensitive stop a part of a
Manuscript submitted to ACM
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non-sensitive move episode and then substituting it with a less private stop. Given a certain POI density, our Flip-flop
approach efficiently preserves trajectory privacy through exchanging sensitive stops with less sensitive, and possibly
varied, types of POIs. This approach also manages to maintain utility since it selects the POIs that introduce the least
distortion to the data. The main contributions of this work are as follows:

- We propose the idea of exchanging stop and move episodes of a trajectory to circumvent trajectory privacy
attacks. This results in the generation of trajectories that are homogeneous and have the same features as real
trajectories.

- We propose a sensitivity measure for stops based on both spatial and temporal features. This metric considers
both the location type and duration of a stop.

- We propose the Flip-flop algorithm that efficiently exchanges sensitive stops with less sensitive POIs. The
algorithm can be tailored to users’ privacy preferences. We also provide a probability model for its performance
based on POI density as a key factor.

- We propose a distance concept that measures the spatial and temporal deviation. Our distance metric amends the
Fréchet distance to estimate the amount of introduced distortion. Utilizing this distance measure, the Flip-flop
approach chooses POIs such that it balances a high level of privacy and data utility.

In Section 2, we survey related studies concerning privacy in trajectory data and highlight our contributions. In Section
3, we state the problem and discuss the preliminaries for understanding the proposed approach. In Section 4, we detail
our exchange approach. Section 5 presents our evaluation process followed by future direction in Section 6. We conclude
this paper in Section 7.

2 RELATEDWORK

2.1 Trajectory Privacy

Human trajectory data consists of highly sensitive information and therefore, carelessly publishing it - even an
incomplete part of it - can cause serious privacy issues. In an attempt to highlight the importance of privacy-preserving
publication of trajectory data, the authors in [37] point out how "even parts of a trajectory could be used as quasi-
identifiers to discover the rest of the trajectory". In their work, they consider a case that a database consists of the
location of users’ card transactions. The adversaries are supposed to be distinct parties who own a subset of the
transaction database. The aim of the paper is to suppress the original database in a way that none of the parties can
derive an additional point that does not belong to their own address list with a probability more than a threshold.

The authors in [32] and [2] have proposed trajectory anonymizing approaches to preserve privacy based on the
concept of k-anonymity which was first proposed by [36] for generic data privacy. The proposed approach in [32] makes
a certain trajectory indistinguishable from k − 1 other trajectories via a generalization-based algorithm. Consequently,
privacy is ensured by releasing only a randomly generated set of representative trajectories. The approach in [2], on
the other hand, proposes a cluster-based algorithm that utilizes the uncertainty threshold, which is inherent to the
trajectory data, in order to group k co-localized trajectories within the same time period to form a k-anonymized
aggregate trajectory. All these works though, focus on changing the entire trajectory footprint as a means of preserving
privacy. This leads to a more-than-necessary distorted database, which considerably decreases the quality of querying
and mining.

Publishing perturbed trajectory datasets has also studied in the literature, where the privacy is mainly preserved by
adding noise to the original data. The authors in [21] propose a differential privacy approach to perturb ship trajectories.

Manuscript submitted to ACM
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After adding global noise to the trajectory, noise to each point of the trajectory and to each coordinate of the trajectory,
the authors employ an exponential mechanism that can bound the noise level through sampling distance and direction
of the points in the original trajectory, which leads to a better data utility. However, this approach may not be suitable for
car trajectories where the underlying road network is available to an adversary and can be used to refine the trajectory
data. In a more recent study, authors in [6] propose the concept of geo-indistinguishability, which ensures the output of
the location obfuscation process is similar for all the points that are geographically close to each other. To achieve this,
the mechanism adds a 2-D Laplace noise to user’s actual location point. They then use the composition theorem [29] to
generalize their method to protect trajectories. Similar to the proposed mechanism in [21], geo-indistinguishability
requires addition of a large amount of noise, which may be removed using a road network structure or the general
topology of the space. In contrast to these two approaches, where noise is added directly to the location points, there is
another trend in applying the concept of differential privacy to trajectory datasets: building a differentially private
model using the original trajectories and releasing a synthetic dataset based on the noisy model, where the main goal is
to preserve the aggregated count of trajectories in a region of interest [11, 12, 18, 25].

2.2 Protecting Sensitive Stop Points

On the other hand, some recent studies have focused on stop points along a path as the most sensitive parts of a
trajectory and proposed some solutions to protect these points. The authors in [14] propose an obfuscation technique
for online location-based services. This technique considers geographic context of a stop and provides an uncertainty
region based on the POI distribution and users’ privacy profile. The authors in [31] model a trajectory as a sequence of
stays and the goal is to publish a c-safe version of the original dataset where the probability of inferring that a person
has visited a sensitive stop along visiting a sequence of non-sensitive stops is less than a safety threshold. Likewise,
in [20], the authors employed generalization methods in a way that sensitive places along a user’s trip will be replaced
by l-diverse zones. In other words, the published dataset contains a set of fine-grained location points along with some
cloaked areas representing user’s stops. Our work shares the same assumption of these studies in the sense that it
regards stop points of the trajectory more vulnerable to privacy breaches.

However, publishing a dataset with different levels of location granularities, where an individual spent a significant
time in coarser areas, may cause privacy concerns itself. The adversary can easily infer the number of sensitive stops
in a trip along with the time they occurred, which is in fact, a privacy breach itself. The adversary may also find a
correlation between place types in consecutive stops along a trip, in order to make further inferences. For instance, if
a user has stopped in a zone including a hospital, and later has stopped in another zone containing a pharmacy, the
adversary may relate these places to make further inferences. It is also possible to refine the obfuscated rectangle if the
user takes different paths to get to the same stop point.

Recently, the authors in [13] have proposed a technique to replace the sensitive stop points in a trajectory with
alternative POIs. Their approach builds a stop taxonomy tree, the height of which determines the sensitivity of a stop
point. However, this approach does not take the temporal property of a trajectory into account and decides on the
sensitiveness of a place only by considering its type. However, the duration of staying in an intermediate stop may play
an important role in its privacy vulnerability. Our proposed sensitivity measurement considers both the type of the
visited POI and the duration of the visit to determine the sensitivity of a stop.
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Privacy- and Context-aware Release of Trajectory Data 5

2.3 Data Utility

When preserving trajectory privacy, maintaining data utility is of great importance. Most existing privacy preserving
approaches do not explicitly discuss data utility and some of them determine the usability of their preserved outcome
against a fixed value [16], or based on the accuracy of querying the privacy-aware database [2, 20, 30]. However,
estimating utility based on the accuracy of the query results , i) limits the number of applications, and ii) is highly
dependant to the quality of the original data and does not necessarily reflect the utility of privacy preserved data [26].
As a result, we determine data utility through measuring the dissimilarity of the original trajectories to their preserved
counterparts. This provides a generic means of expressing data utility in terms of utility loss.

2.4 Trajectory Similarity

Measuring the similarity of moving object trajectories has attracted great attention with various applications in indexing
and retrieval of trajectories, query processing, and trajectory clustering. A distance measure that has been commonly
used to determine the similarity between trajectories is the Hausdorff distance. The Hausdorff distance is the maximum
length that needs to be traversed from any given point on one trajectory to the other one. However, the Hausdorff
distance looks for the minimum distance between points regardless of their order, which makes it less efficient for
trajectories. Time-series approaches, such as Dynamic Time Warping (DTW) has been tailored to estimate trajectory
similarity as well [38]. In general, DTW aims to stretch two sequences in time in order to align them with minimal cost.
This makes DTW an unsuitable measure in our case since we need a measure that is able to capture the distortion both
in space and time. Another well-established measure for determining the similarity between two trajectories is the
Fréchet distance [3]. The Fréchet distance has been described as the minimum length of a leash to connect a walking
man to a dog on two independent trajectories, where none of them is allowed to move backwards. When measuring the
distance between two trajectories, the Fréchet distance looks for all possible time (speed) parameterizations to find the
one that minimizes this distance. This makes it a suitable metric to estimate the distance between two time-independent
trajectories while in our case we need to compare trajectories with invariant timestamps.

3 PROBLEM DEFINITION

Our work aims to propose a utility-aware trajectory data exchange in applications where an individual’s overall path
and identity are not considered as private. Instead, the individual’s visited places in a trip is of concern. In this section we
discuss some preliminaries. Trajectory Dataset: A trajectory is a function from time to geographical space. A trajectory
dataset is given in the form of a set of timestamped location points (®l , t) along with possibly some additional attributes
denoted as a, such as speed, direction, measurement accuracy. Furthermore, in our scenario, the identity - or the
pseudonym - of individuals is assumed to be known. As a result, ∀ui ∈ U, whereU is the set of all users in the database,
there is a set of trajectories in the form of:

Ti j = {(®l1i j , t1i j ,a1i j ), (®l2i j , t2i j ,a2i j ), ..., (®lni j , tni j ,ani j )}

where 1 < i < |U| and 0 < j < m, and Ti j indicates the jth trajectory of the ith user. Note thatm is the number of
distinct trajectories of each user and may vary from one user to the other. We confine the trajectory model to its spatial
and temporal features and do not discuss additional attributes.

Trajectory Episodes: Depending on the movement states of a trajectory, it may be segmented into a sequence of stays
and moves [4]. In this way, a trajectory is represented as a set of S andM with their respective start and end time. As a
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t1 t2

t′3t′2

begin

begin

end

end

t3

t4

t4

t1

Fig. 1. Protecting stops through exchanging trajectory episodes.

result, for any user, ui , her jth trajectory is represented as follows:

T̂i j = {(M1i j , tsi j , tei j ), (S1i j , tsi j , tei j ), ..., (Mni j , tsi j , tei j )}

where Sk and Mk , 1 < k < n, are subsets of Ti j and represent all the stop and move episodes between ts and te

timestamps. This representation enables us to focus on stop episodes of a trajectory when preserving its privacy.
We extract stop episodes of a trajectory based on the definition in [39], where a stop is characterised by a set of

consecutive points whose distance to each other is less than a distance threshold, δd , for a period longer than a temporal
threshold, δt :

S = {(®lm , tm ), (®lm+1, tm+1), ..., (®ln , tn )}

where ∀i ∈ [m + 1,n], d(®lm , ®li ) ≤ δd and |tn − tm | ≥ δt .
Stop Episodes: Following the stop extraction process, several subsets of points in the trajectory dataset may be derived

as stop points. In other words, we group any set of consecutive points, from ts to te , that meet the required conditions
as a single stop point and we have:

Si = {(®lsi , tsi ), (
®l(s+1)i , t(s+1)i ), ..., (

®l(e−1)i , t(e−1)i ), (
®lei , tei )}

Therefore, for each trajectory we extract a set of stop points, S in the form of S = {S1, S2, ..., Sn }.
Moreover, we assume every stop point is accompanied with a level of sensitivity that specifies the privacy level of a

place. The advantage of assigning a sensitivity level to each stop point is twofold: it provides individuals with a flexible
privacy preserving approach that can be modified according to their needs. It can also help to minimise the imposed
changes to the original data since less sensitive stops may be discarded prior to the exchange phase, decreasing the
overall amount of data distortion.

For a sequence of trajectory episodes, we aim to simulate a movement behaviour whenever a sensitive stop occurs
in the trajectory. This exchange phase is compensated through creating an identical stop episode at a less sensitive,
realistic place. There are of course different criteria for defining a realistic POI. The approach that we adopted first looks
for less sensitive POIs and then filters them according to their place taxonomy in order to have a variety of place types
as substituted stops. Take a two-hour trip with three sensitive stops as an example. At this point, the algorithm makes
sure that all three selected POIs are not for instance ’restaurants’, but rather three distinct POI types. This strategy,
however, could be replaced with other initiative to choose realistic POIs.
Manuscript submitted to ACM
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Exchanged Trajectory: An exchanged trajectory, T ∗, is a privacy-aware version of T̂ , in which any sensitive stop
point has been swapped with a less sensitive POI, S∗ (if possible). Figure 1 provides an example of a trajectory, T̂ ,
with a sequence of {(M1, t1, t2), (S1, t2, t3), (M2, t3, t4)} episodes that last for d1, d2 and d3 respectively. Assuming S1 is
sensitive and needs to be protected, our approach manipulates the start time of this stop as if it has occurred later.
However, it retains the stop’s duration, i.e. d2 and only changes the duration of moves to d ′1 and d ′3. As a result of
this, we obtain an exchanged trajectory, T ∗, which not only hides the sensitive stop’s location, it also preserves the
trajectory footprint and duration. It is noteworthy that such exchange needs to be performed with regard to the road
network to ensure S∗ is a possible semantic stop, e.g., a restaurant and not a point in the middle of a highway.

3.1 Adversary Model

In this work, we assume an adversary is any third party with whom the dataset is going to be shared. Through finding
places visited that are frequently and/or regularly visited by an individual, the adversary is interested in inferring
individuals’ personal preferences or habits . We assume the adversary knows that a user’s trajectory data may be
distorted and is even aware of the privacy preserving process. However, the following aspects are considered as the
main barriers to inferring the actual location of original stops:

– Data Consistency: Current approaches that aim to preserve intermediate stops of a trajectory focus on cloaking
methods, through which the location of stops is coarsened to satisfy a certain privacy requirement. Since a
trajectory is presented as a sequence of fine-grained and coarse-grained location data, it is easy for an adversary
to distinguish between real trajectories and protected trajectories. Our work utilizes the sequences of stops and
moves in a trajectory to protect sensitive stops while ensuring that data granularity remains uniform. This makes
it difficult for an adversary to distinguish exchanged trajectories from original trajectories.

– Individual Preferences: In the Flip-flop approach, users rank stops based on their type as well as their time of
occurrence and duration. The notion of sensitive stops and safe POIs as their substitutes is determined based on
these ranks and varies from one user to the other. Since an adversary is not aware about users’ personal settings
at the first place, it is difficult to infer the original stops.

3.2 Measuring Privacy

As pointed out earlier, in contrast to most prior work that focus on protecting an individual’s actual trajectory, our key
contribution is to protect an individual’s sensitive stops. In general, there are two principal ways of achieving this: first
perturbing the trajectory which leads to the creation of new stops or selecting less sensitive stops along the original
trajectory. In both cases, this leads to utility loss. In this section we show how to measure the sensitivity of a stop and
provide a quantitative to determine of the impact of exchanging a sensitive stop. The aim is to decrease the overall
sensitivity of stop(s) along the trajectory.

It is difficult to assign a value to quantify the sensitivity of POIs due to the lack of data. On the other hand, some
POIs are clearly more sensitive than others. Since individuals have diverging opinion on this sensitivity, we propose to
employ a taxonomy where individuals can rank the sensitivity of place types. Without loss of generality, we propose to
have five place categories and we rank the sensitivity of each place, rp , where 0 < rp ≤ 1 to reflect this, where a higher
rp corresponds to a more sensitive place.

Other than the place of a stop, temporal properties of a stop are also of great importance when determining its
level of sensitivity. Using a temporal factor, we differentiate between a regular stop, for instance in a hospital, as in
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S1 S2 S3
rs 0.7 0.8 0.5
r∗s 0.35 0.5 0.2

Table 1. An example of sensitivity measurements for an original trajectory with three stops and its exchanged match.

the case of a member of hospital workforce or an uncommon stop, as in the case of a patient. This may be done with
regard to the start and end time of a stop point. For any uncommon stop, we also presume the longer the stop point, the
more sensitive it becomes. When modelling the stop sensitivity, rs ∈ (0, 1], we consider an exponential effect for a stop
duration, which can mitigate the temporal factor while incorporating it in the sensitivity measurement.

Having the place sensitivity rank, rp , the duration of a stop, ds , and the total duration of a trip, dt , we compute the
overall sensitivity of a stop as:

rs = r
dt −ds
dt

p

where rs = 1 if the entire trip occurs at a stop point, i.e., the trajectory is comprised of one single stop episode.
We then need to define a set of sensitive stops, Ss ⊆ S, where ∀Si ∈ Ss , its sensitivity rank is greater than a certain

threshold. Subsequent to determining all sensitive stops, we need to find a POI as a substitute for each of them. The
substitute POI needs to be chosen in such a way that makes it impossible for an adversary to notice any unusual
incidence in the trajectory dataset. As mentioned earlier, the sensitivity representation may differ from one application
to another and/or based on individuals’ preferences. In this case we can profile users based on their privacy preferences
and customise the sensitivity estimation based on their settings. We can also use the same profile when looking for
alternative POIs for the exchange process.

Following this exchange, the original stops are not detectable via reverse engineering. Moreover, it is highly unlikely
that the adversary distinguishes an altered trajectory from a real one. As a result, we measure the accuracy of our
approach in terms of preserving privacy as its ability to minimise the sensitivity level of a trip:

Privacy Gain =

∑k
i=1(rsi − r

∗
si )

maxsd
∈ [0, 1]

where k is the number of stops in a trajectory, andmaxsd is the maximum sensitivity deviation possible if all the stops
are exchanged by the k least sensitive POIs on the route. This means that if the algorithm cannot exchange any of the
sensitive stops with a less sensitive POI, the overall privacy gained is zero, while if all the sensitive stops are exchanged
with the least sensitive POIs, the privacy gained is maximised. Take a three-stop trip as an instance, where all the stops
are sensitive. Table 1 shows the sensitivity of the original stops and the substitute POIs. Given there are three POIs with
sensitivity level of 0.2, the overall privacy gained is equal to (0.7−0.35)+(0.8−0.5)+(0.5−0.2)

(0.7−0.2)+(0.8−0.2)+(0.5−0.2) .

3.3 Measuring Utility

As stated before, preserving privacy must be performed with respect to data quality in order to achieve a reasonable
privacy/utility balance. We determine data utility by comparing the original trajectory with its exchanged match and
measuring how similar they are. Proposing a general utility measure, instead of limiting it to certain query types and
scenarios, helps us determine the performance of our approach regardless of the underlying application.

As for estimating the utility of the exchanged trajectories, commonly used distance measures in the literature
(Section 2), are not suitable in our case. We are not only interested in measuring deviations from the original footprint
Manuscript submitted to ACM
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(spatial projection) of trajectories, but we also need to compute temporal displacements caused by our exchange process.
However, all existing measures provide a lower bound to the actual distance.

As a result we adapt a Frećhet-based distance and computes the distance as if a single pair of speed parameterization
is available instead of looking for the optimal parameterization that minimises the distance between two trajectories
independent of time. To do so, we first need to make sure that for every point in each trajectory (®li , ti ), there exists a
corresponding point in the other one with the same timestamp, i.e. (®l∗i , ti ). For any ti in T , if ti < timestamps(T ∗), we
add a respective point in T ∗ between (®lj , tj ) and ( ®lj+1, tj+1), where tj < ti < tj+1, using linear interpolation and vice
versa (Figure 2). We then compute the distance as the maximum spatial distance between every temporally coincident
pair of points:

Distortion = max
i ∈[1,n]

[d(®li − ®l
∗
i )]

where n is the number of points in each trajectory, ®li and ®l∗i are the location points of the original trajectory and
exchanged trajectory at time i , and d is the Euclidean distance between two points. Estimating data utility, u ∈ [0, 1],

t

y

x

ts

t1

t2
t3
t4

t5

te

T1 T2
d

Fig. 2. Estimating the distance between trajectories after matching their timestamps.

requires the definition of perfect utility and worst utility concepts. In this work, we assume perfect utility occurs if the
original trajectory remains unchanged (u = 1), but worst utility can be described as a case that given a certain source,
destination, and time budget, deviates from the original trajectory as much as possible, hence maximising information
loss, i.e., u = 0. We then compare the exchanged trajectory against the original trajectory to determine utility:

Utility = 1 −
Distortion(T ,T ∗)

Distortionmax
∈ [0, 1]

Our proposed utility measure returns one if there is no difference between the original and the perturbed trajectory,
i.e., perfect utility. To compute the worst data utility we need to find the trajectory with maximum possible distortion

Dmax , for each trajectory, T . The trajectory with Dmax can be conceptualised using a space-time prism where all the
points inside the prism are reachable within the time budget. However, different trajectories inside the prism have

Manuscript submitted to ACM
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varying degrees of distance from T , hence we look for the trajectory that maximizes the distance. We describe how to
compute the set of trajectories within the space-time prism and finding the trajectory with Dmax in Section 5.1.

Problem Statement: Given a trajectory, T with a set of intermediate sensitive stops, the aim is to efficiently find
an exchanged trajectory T∗, that maximizes the privacy gain by replacing the sensitive stops with less sensitive POIs
while incurring the least amount of distortion to the original trajectory, i.e., minimizing the utility loss.

4 FLIP-FLOP APPROACH

Following a pre-processing phase that mainly deals with finding stop points and determining their level of sensitivity,
this work aims to protect retrieved sensitive stops through the exchange strategy described in Section 3. Our exchange
strategy aims to preserve the overall characteristics of the trajectory, namely duration, regional proximity, and average
speed.

4.1 Stop & Move Exchange

As mentioned earlier, the algorithm utilizes POIs when exchanging the sequences of stops and moves of a trajectory.
Depending on the result of searching for POIs, two scenarios may occur, namely replacement and displacement. The
algorithm may find a POI on the same route and replace the sensitive stop point with it. Otherwise, it needs to look for
a close POI which does not belong to the present route and displace the sensitive stop with that POI. The replacement
process preserves the trajectory footprint completely, and only involves temporal modification. However, displacement
may cause local changes to both temporal and spatial properties. Nonetheless, this is performed in a way to keep these
changes as minimally invasive as possible.

4.1.1 Stop Replacement. Stop replacement mainly concerns exchanging the sensitive stop with a candidate POI on the
same route. Here the trajectory is represented in way as if the individual has kept on moving past the sensitive stop,
but rather stopped at the POI for an equal lapse of time. Figure 3a illustrates an original trajectory - solid trajectory -
and its exchanged - dashed trajectory - in which the sensitive stop is replaced with a POI.

The algorithm also maintains the pattern of each stop when displacing it. The aim is to preserve the consistency of a
trajectory dataset and thus, prevent an adversary from noticing a change in the data. The replacement algorithm can be
summarised as follows:

Having a trajectory, T , a sensitive stop point, S ∈ S and a point of interest, poi ∈ P, the algorithm removes S from
T . Then, it finds the point inside T that corresponds to poi , and following the pattern of S creates a stop, i.e. S∗.

4.1.2 Stop Displacement. In case no POI is found in the previous step, the algorithm needs to search for candidate
POIs within close proximity to the original route. The outline of displacing a sensitive stop is depicted in Figure 3b. In
order to limit the POI search space, we used the properties of an ellipse. Setting any two stop points as the foci of an
ellipse, the algorithm is able to look for the POIs inside the ellipse area whose distance from these stops are less than a
threshold; this threshold can be increased until a POI is found (Algorithm 1, lines 1-7), however this increase should
not exceed the overall boundary of an ellipse that contains all the reachable points from source to destination within
the time budget. In this case the sensitive stop(s) are regarded as non-preservable and the exchange approach fails to
protect them. However, our experimental results show that such case is highly unlikely in real world scenarios.

The algorithm later finds the shortest path from the first stop to the POI and back to the next stop (Algorithm 1, lines
8-9). Apart from limiting the search space, this step ensures data utility by preserving proximity to the original track.
Figure 4 shows a real trajectory and its preserved version in which the sensitive stop has been displaced.
Manuscript submitted to ACM
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t

y

x

Stop

POI

(a) Replacement of a sensitive stop.

t

y

x

Stop

POI

(b) Displacement of a sensitive stop.

Fig. 3. Strategies to protect sensitive stops.

(a) The original trip. (b) The preserved trip with a displaced stop.

Fig. 4. A real-world trip in the city of Melbourne and its private match. Green corresponds to non-sensitive stops and orange circle
corresponds to the sensitive stops. The solid circles correspond to the actual stops while the dashed circle shows the exchanged
non-sensitive stop.

4.2 Stop Exchange Process

In our work we also adopt two methods of searching for POIs. One approach considers a trajectory as a whole and
searches for less sensitive POIs exhaustively. The other method compartments the trajectory into segments, searches
for POIs in each section and performs the Flip-flop exchange.

4.2.1 Exhaustive Exchange. The first approach takes the trajectory as a whole and exhaustively searches for all POIs that
are less sensitive than the actual stop (Algorithm 2, lines 2-3). We note that a trajectory might not contain less sensitive
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Algorithm 1: Stop displacement
Input :Two sensitive stops S1, S2 ∈ S, local trajectory between the two stops, Tloc , set of all POIs, P .
Output :A displaced list of points, Tdis , with respect to sensitive stop points

f oci1, f oci2 ← S1, S2;
f indPOI ← inEllipse(f oci1, f oci2, P ,Axismaj );
while lenдth(f indPOI ) = 0 AND Axismaj < δ do

majA← Axismaj ∗ 2;
f indPOI ← inEllipse(f oci1, f oci2, P ,Axismaj );

end
poi ← f ilter (f indPOI );
sp1← shortestPath(S1,poi);
sp2← shortestPath(poi, S2);
Tдen ← дenGPS(Tloc , sp1, sp2);
Tdis ← replaceStop(Tдen , S1,poi);

POIs to exchange any/all of the sensitive stops in Ss . The sensitive stops are then replaced with less sensitive POIs if
the algorithm can find those along the same route (Algorithm 2, lines 4-13). Assume that following the replacement
step, a subset of of sensitive stops, Sd ∈ Ss , where 1 ≤ |Sd | ≤ |Ss | are remaining. In this case, the algorithm takes the
two farthest stop points in Ss and assigns them as the foci of an ellipse. It then searches for all POIs inside the ellipse
area and displaces the stops with the retrieved POIs through the displacement algorithm (Algorithm 2, lines 14-21): We
first rank the retrieved POIs based on their type sensitivity, i.e., rp , and for all the POIs with the least sensitivity, Pc ,
where |Pc | ≥ |Sd |, we permutate over all the combinations of the sensitive stops and candidate POIs through finding
the shortest path to get from each sensitive stop to the candidate POI and back to the next sensitive stop and using the
remaining stop time to compute the candidate POIs sensitivity, i.e., rs . We then choose the combination that maximizes
the privacy gain. In case we cannot find enough candidate POIs to displace the original stops, we increase the area of
the ellipse.

4.2.2 Flip-flop Exchange. The Flip-flop approach segments the trajectory into episodes of stops and moves (Algorithm 3
lines 3-6). It then considers the move episode between every two consecutive stops and looks for POIs (Algorithm 3,
line 7). If it manages to retrieve a less sensitive POI on this route, it replaces the first stop with it (Algorithm 3, lines
8-11). Otherwise, it searches in an ellipse area, whose foci are the two stop episodes, in order to find a less sensitive
POI within this area. Finally, the algorithm displaces the first stop with the retrieved POI (Algorithm 3, lines 12-14).
Algorithm 3 highlights the main steps of the Flip-flop method.

Searching a local space, Flip-flop is expected to find less sensitive POIs faster than the exhaustive algorithm which
performs a global search. As a result, it may be presumed that with an increase in the number of stops, POIs or trip
length, Flip-flop outperforms the exhaustive algorithm in terms of run time. This is mainly because the average search
complexity in the exhaustive algorithm is |P |k where |P | is the number of POIs and k is the number of sensitive stops
whereas Flip-flop searches for less sensitive POIs k |P | times.

However, this may not always be true in case the increase in the number of stops or trip length does not correspond
to the growth in the number of POIs/POI density. Generally, for a trajectory where |P | < kx holds - with x as the
average number of extra edges that need to be covered when searching for POIs inside an ellipse - exhaustive search
space becomes more constrained and hence the exhaustive strategy becomes faster. Figure 5 illustrates an example
Manuscript submitted to ACM
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Algorithm 2: Exhaustive Exchange
Input :Original trajectory dataset, T , list of sensitive stop points, Ss , set of all POIs, P .
Output :An exchanged trajectory, T ∗, with respect to sensitive stop points.

T ∗ ← [];
P ← f ilter (routePOI (T , P));
for poi ∈ P do

if lenдth(S) > 0 then
currStop ← bestMatch(Ss ,poi);
startIndex ← Ss [currStop][ID];
endIndex ← Ss [nextStop][ID];
Tloc ← T[startIndex : endIndex];
T ∗ ← T ∗ + replaceStop(Tloc , currStop,poi);
Ss ← Ss − currStop;

end
if lenдth(Ss ) > 0 then

while lenдth(Ss ) > 0 do
Si , Sj ← f arthestStops(Ss );
f oci1, f oci2 ← Si , Sj ;
Tdis ← disStop(Tloc , f oci1, f oci2, P ,Axismaj ) T

∗ ← T ∗ +Tdis ;
S ← S − Si ;

end
end

where the route from A to B contains three sensitive stops, s1, s2 and s3. The route also has four less sensitive POIs, i.e,
Proute = {p1,p2,p3,p4}. Clearly, the exhaustive algorithm replaces each stop with one POI from Proute . The Flip-flop
algorithm on the other hand, chooses a POI from Proute and replaces s1 with it. Therefore, for s2 and s3 it does not find
any candidate POI on the route between s2 to s3 and s3 to the end. Hence, it needs to widen the search space to displace
each of them with a less sensitive POI within e1 and e2.

p7

p6

p5p4p3p2p1s1 s2

s3

A

B

e1

e2

Fig. 5. Effect of POI density on Flip-flop’s search space.
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Algorithm 3: Flip-flop Exchange
Input :Original trajectory dataset, T , list of sensitive stop points, Ss , set of all POIs, P .
Output :An exchanged trajectory, T ∗, with respect to sensitive stop points.

i ← 1;
T ∗ ← [];
while i <= lenдth(Ss ) do

startIndex ← Ss [i][ID];
endIndex ← Ss [i + 1][ID];
Tloc ← T[startIndex : endIndex];
P ← f ilter (routePOI (Tloc , P));
if lenдth(P) > 0 then

poi ← leastSensitive(P) ;
T ∗ ← T ∗ + replaceStop(T ∗,Ss [i],poi);

else
f oci1, f oci2 ← Ss [i],Ss [i + 1];
Tdis ← disStop(Tloc , f oci1, f oci2, P ,Axismaj ) T

∗ ← T ∗ +Tdis ;
end
i ← i + 1;

end

Considering a subtrajectory as any move episode between two consecutive stops, the probability of having a set of
non-empty subtrajectories in terms of less sensitive POIs is:

P¬∅ =
∏

1≤i≤k
P¬∅i

Defining the probability of finding at least one less sensitive POI for a subtrajectory, ps , as the average number of less
sensitive POIs on each edge in the road network, we can define P¬∅i using Bernoulli probability:

P¬∅i = 1 − (1 − ps )li

where li is the number of edges of the ith subtrajectory.
Finally, we can define the probability that Flip-flop needs to displace sensitive stops in a trajectory, Pdis , as the

probability of having at least one subtrajectory on which no less sensitive POI resides:

Pdis = 1 − P¬∅

In other words:
Pdis = 1 − (

∏
1≤i≤k

1 − (1 − ps )li ) (1)

The above equation shows that the increase in either li or ps decreases Pdis . Moreover, without loss of generality, ps
can be defined as the probability of finding an arbitrary number of POIs in a subtrajectory. This is mainly for cases
wherein choosing a certain POI at a stage has a negative effect on the algorithm’s ability to find POIs later. In the
previous example, if s2 is displaced with p5, Flip-flop is not able to preserve s3. A similar case may happen if a POI
cannot be selected because of speed constraints introduced with choosing previous POIs.
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4.2.3 Privacy vs. Utility Optimization. For our proposed Flip-flop approach, two varieties to optimize trajectory privacy
or data utility can be considered: In case of having multiple candidate POIs to exchange the sensitive stop, a privacy-
aware version (PFF) searches for the least sensitive POI as the substitute and a utility-aware version (UFF) that selects a
POI that minimizes the distance to the original trajectory when exchanging each POI.

4.3 Privacy Guarantees

As mentioned in Section 3.1, the adversary does not have any knowledge about the category of sensitive stops for
an individual, and cannot differentiate an actual stop from an exchanged one since the outcome of our approach has
a consistent granularity. Assuming that the adversary has full knowledge about the underlying privacy-preserving
scheme, we can estimate the adversary’s success in retrieving the original sensitive stops. Without loss of generality,
we assume that the POI type is the only parameter when computing the stop sensitivity and we also assume that the
adversary has a binary approach towards an observed stop, i.e., a stop is either sensitive or not sensitive. Note that the
adversary does not know what type of POIs are sensitive in this setting. For a given potentially perturbed trajectory, the
adversary needs to consider a buffer around the trajectory to account for the displacement strategy of Flip-flop, i.e., the
actual stops may no longer be on the trajectory any more. Given there are p POIs in the buffer, for any observed stop
point, i.e., a real or exchanged stop, on the trajectory the adversary’s success to correctly retrieve the pair of stops used
to build the ellipse is bound to 1

2(p−12 )
. With an increase in p the success of the adversary decays exponentially. Moreover,

an increase in the number of observed stop points leads to a considerable uncertainty about the original stop points.
Note that such inference attack potentially returns several pairs as the original stops for a given observation:

depending on the spatial distribution of the points, there may be more than a single pair where the observed stop is
within the ellipse formed by that pair as the foci points, hence resulting in a large number of false positive, which has
the potential to increase the adversary’s uncertainty.

5 EXPERIMENTS

We evaluate the performance of our proposed algorithm in two steps. We first generate synthetic trajectories and
discuss the sensitivity of both versions of Flip-flop, i.e., UFF and PFF, with respect to: POI density, number of POI classes
as well as the number and duration of stops. We then consider a real trajectory dataset and use Flip-flop to assess the
efficacy of our proposed algorithm in providing privacy in a realistic setting.

5.1 Experimental Setup - Synthetic Data

Despite significant efforts to simulate trajectory data [7, 33], existing trajectory data simulators do not create semantic
stops, i.e., stops of different types, along a trip. To evaluate the performance of our algorithm in different scenarios
such as having trajectories with multiple stops of varying lengths, we developed a simulator to generate synthetic GPS
trajectories with different modes of transport and multiple intermediate stops. The simulator first chooses two random
points within an area (≈ 12km × 12km in the city of Melbourne with an underlying road network consisting of 59680
nodes and 69534 edges) and computes the shortest path between them. It then finds all the POIs on this path using
OpenStreetMap1 data and randomly selects k POIs as the intermediate stop points, where 1 ≤ k ≤ 5.

In order to reflect a realistic movement behaviour, the algorithm considers the mode of transport when generating
data. For a walking behaviour, a constant speed is considered whereas for driving, the speed is adjusted according to

1www.openstreetmap.org
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Functionality Range Default
ps POI density 1

25 − 1
1
24 (≈ 2170 POIs)

|Ss | No of Stops 1-5 5
ds Stop Duration 1-5 5 (≈ 60 mins)
Tp POI Type 2,5 5

Table 2. Experimental settings.

the street type and its speed limit. This results in a set of trajectories with either a single mode of transport, i.e., car, or
up to four switches between walk and car mode. Since the stop duration is used when determining the sensitivity, we
also increased the total stop duration of each trip exponentially up to five times, which provides us with 2-60 minutes
for each stop. In summary, the generated dataset has a total of 750 distinct trajectories with an average length of 23 km.

To compute the trajectory with worst utility, we look for those points in space whose prism width is maximal: we
retrieve the shortest path from all nodes in the network graph to the source and destination of the original trajectory.
After preserving a minimum time to stay at stop point(s), we find the furthest node from the source node that can reach
the destination within the time budget. Although such trajectory preserves some features of the original trajectory,
such as regional proximity, overall duration, actual time of occurrence and the number of stops, it provides the poorest
data utility and any deviation from it renders the trajectory data unusable.

In order to examine the effect of POI density on Flip-flop’s performance, we consider two scenarios: We first generate
points uniform at random within our region of interest. However, our observations show that most POIs in Melbourne
(similar to other urban spaces) are on streets that are classified as territory and secondary roads. As a result, we consider
another scenario where the generated POIs are preferentially mapped to those roads rather than distributing them
randomly. For varying ps (average number of POIs per edge), we have between 2170 - 65,000 POIs in the network (note
that some of the randomly generated points cannot be mapped to any edge). Considering the overall length of the
network (2622 km), this POI density creates different urban scenarios, i.e., sparse areas versus more populated areas.

We assign a sensitivity level to each POI according to their type, i.e., Tp . When determining the sensitivity of a
POI, we may consider different scenarios. A case where the user classifies POIs as either sensitive or non-sensitive, or
cases where a user requires more flexibility via categories of less sensitive to high sensitive POIs. Through varying the
above-mentioned parameters, we conduct a set of experiments to evaluate the performance of our proposed approach
(Table 2). The default environment for our experiments is set to reflect the worst cases with a low POI density and
high number of long stops. Moreover, the results provided in this section is averaged over 20 runs of experiments. The
exhaustive approach searches for potentially sensitive POIs on the route and exchanges any sensitive stop with a POI
that minimizes the sensitivity. If it finds multiple alternatives for a stop, it chooses the POI that best preserves utility.
We measure data utility via the distance measure defined in Section 3.3. We did not implement an exhaustive algorithm
that maximises data utility as an algorithm that does not change any POI will trivially maintain an optimal data utility
equal to 1 (with a distance of zero).

In our experiments we use the exhaustive approach as a baseline to compare the success of UFF and PFF in preserving
privacy, and the result of the exhaustive approach is not further discussed. The PFF and UFF’s privacy are evaluated
relative to the exhaustive approach (set as 1), which finds the least sensitive POIs as substitutes (Section 3.2). The utility
is measured with respect to the relation provided in Section 3.3 where we employed the generated trajectories with
worst utility to estimate the maximum distortion.
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Fig. 6. Effect of POI density on Flip-flop’s performance.

5.1.1 Flip-flop Performance. Figure 6 compares the performance of Flip-flop to the exhaustive approach with respect
to varying POI densities. The x axis shows the average number of POIs per kilometer with respect to various ps s
mentioned in Table 2. As can be seen, Flip-flop (bottom line) can cope with any POI density and has an almost constant
computation time compared to the exponential growth in time complexity for the exhaustive approach. With lower
densities, Flip-flop spends this time on the displacement process, whereas with an increase in POI density, the search
for POIs along the original route needs substantial amount of time. For low POI densities the exhaustive algorithm
could be potentially faster than Flip-flop since a global search increases the probability of finding a POI on the same
route and requires less frequent displacements (Section 4.2.2). However, such POI densities (less than 1POI/km of road),
are largely uncommon in real world scenarios. As for higher densities, it is not possible to run the exhaustive algorithm
due to its prohibitive cost, but we further ran Flip-flop for ps = 2 and ps = 4 (50 − 100POIs/km) which correspond to
POI density at areas such as business districts. The corresponding average runtime of Flip-flop is 7.14 seconds and 17.99
seconds respectively.

5.1.2 Displacement Probability. To provide empirical support for predicting the displacement probability (Equation 1),
we compare it with the actual number of displaced stops in our dataset. We perform this experiment for two scenarios:
the case where POIs are distributed randomly, Figure 7a, and the case where POIs are preferentially mapped to the
main roads, Figure 7b. For the latter case, the Bernoulli probability is computed using two distinct POI ratios, ps , one
for secondary and territory edges of the subtrajectory and one for the other edge types. Both figures, Figure 7a and
Figure 7b, show that an increase in the number of POIs corresponds to smaller numbers of displacements along a
trajectory. Moreover, for the same POI density, the number of displacements decrease if the POIs are preferentially
mapped. Since the number of edges in each subtrajectory follows a skewed distribution, the actual number of displaced
stops does not exactly follow the Bernoulli distribution. However, as can be seen in both cases, this probability provides
a reasonable estimate of the required number of displacements, which can be used prior to publishing a trajectory
dataset: having the POI density of a region, it can be decided if a certain level of privacy and/or utility can be achieved.

5.1.3 Privacy versus Utility. To evaluate the performance of our approach, we considered four cases where we vary the
POI density, the number of POI classes, the number of stops and the duration of stops, the result of which is presented
in Figure 8.
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(a) Uniformly distributed POIs.
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(b) Preferentially mapped POIs.

Fig. 7. Effect of POI density on displacement probability on two settings.

The effect of POI density: Figure 8a shows the average privacy and utility in the dataset for varying POI densities,
where ps = [ 125 ,

1
24 ,

1
23 ,

1
22 ,

1
2 , 1]. As expected, low POI densities, i.e., lighter circles, lead to lower data utility for both

variants of Flip-flop because more detours are required from the original trajectory’s footprint as less non-sensitive
POIs are available along the original trajectory. It also shows that with an increase in POI density, UFF becomes more
successful in maintaining data utility, however, the increase in POI density leads to lower privacy levels in UFF since
UFF can find POIs at closer distance but not necessarily with the least sensitivity.

On the other hand, it can be observed that PFF distorts the original data more than UFF but achieves significantly
higher privacy levels. More specifically, with an increase in POI density, PFF achieves the best possible privacy, i.e.,
similar privacy levels as the exhaustive approach, although this accuracy comes – as expected – at the cost of a slight
loss in utility. As for PFF, an increase in POI density increases the utility level as well. This is mainly due to the ability of
PFF to find less sensitive POIs at closer distances to the original sensitive stop. In a relatively dense area, the maximum
privacy is achieved along with a very high level of utility (93% for PFF).

The effect of number of POI classes: As can be seen in Figure 8b, having two POI types provides better privacy
levels for a given POI densities. In fact, in case a user specifies POIs as either sensitive or non-sensitive, it is possible to
provide perfect privacy regardless of the emphasis being on privacy or utility, i.e., PFF and UFF varieties of Flip-flop.
However, in real-world scenarios users may prefer more flexibility when classifying POIs which comes at the cost of
privacy loss. As can be seen, utility is largely unaffected by the change in the number of POI classes, which may be due
to the fact that the data distortion would largely be impacted by POI density and the ratio of POI types rather than the
number of distinct POI types.

The effect of the number of stops:We performed Flip-flop on trajectories with a fixed footprint and duration, but
with varying numbers of stops to determine the role of the number of stop points on the achieved levels of privacy and
utility. Figure 8c shows the result of PFF and UFF for trajectories with 1 (lightest circles) to 5 (darkest circles) sensitive
stops. As expected, an increase in the number of stops correlates with less utility since the frequency of changes to the
original trajectory grows. On the other hand, an increase in the number of sensitive stops correlates with privacy loss
as well. This is mainly due to the fact that both variants of Flip-flop have to look for less sensitive POIs within a smaller
Manuscript submitted to ACM
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(a) Varying the POI density, ps . (b) Varying the number of POI classes, Tp .

(c) Varying the number of stops, |Ss |. (d) Varying the stop duration, ds .

Fig. 8. The effect of varying the parameters in Table 2 on the privacy/utility balance. The change in the colors from light to dark
correspond to an increase in each parameter.

regions, which decreases their chance of finding the least sensitive POI. As can be seen when handling a single stop
point, PFF almost guarantees finding a POI that can provide maximum privacy, but with an increase in the number of
stops, its search space becomes smaller and the achieved privacy drops to an average of 95% (with standard deviation of
5%) for trajectories with five stops.

The effect of stop duration: In order to demonstrate the effect of an increase in the stop duration on the overall
privacy/utility of an exchanged trajectory, we increased the duration of each stop in trajectories with similar footprint
and number of stops (|Ss | = 5). As demonstrated in Figure 8d, longer stops correspond to a decrease in data utility since
a higher proportion of the overall trajectory is changed in the exchange process, i.e., the overall proportion of stop
episodes to the entire trajectory grows. However, when varying the stop duration, the overall privacy level remains
relatively the same, which highlights the prominent role of POI density and number of POI types on determining the
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obtained privacy level. Similar to the previous experiments, PFF results in comparable levels of utility as UFF, while
maintaining higher privacy levels.

5.2 Experimental Setup - Real Data

To further evaluate our approach, we used the Porto taxi trajectory dataset [1] that contains GPS trajectories of 442 taxis
from July 2013 to June 2014 in Porto. We focused on trajectories that reside within a (≈ 8km × 8km) area in the business
district of Porto. We also focused on trajectories with durations longer than 10 minutes and at least 10 coordinates. This
has resulted in 5694 trajectories with an average length of ≈ 6.5km distance and 16 minutes duration.

We retrieved the POIs from OpenStreetMaps and removed the points that cannot offer a meaningful stop, e.g.,
fountain and bench, etc. We then used this list to create stops on each trajectory: for each trajectory, we create three
versions with 1, 2 and 3 stops, where the total duration of stops in all versions is equal to one hour.

Following the evaluation of UFF and PFF in the previous section, we set our default setting to PFF in this section.
Finally, to determine the stop sensitivity, we adopt three strategies: For varying number of POI types we either (i)
categorise the POIs in a generic manner and apply it to all trajectories, or (ii) for each trajectory, create a hierarchy of
POI classes to imitate personalised privacy settings, or (iii) consider certain POIs as safe (sensitive) for everyone and
the sensitivity of the remaining POIs is determined in a personalised manner to create a semi-personalised scenario.
We considered POIs such as cafes as safe for every trajectory and places such as bar and pharmacy as sensitive for all
trajectories. In all scenarios, the POI types are randomly categorised into 2 to 5 POI sensitivity classes.

In this section we evaluate the ability of our algorithm to preserve the spatial and spatio-temporal characteristics of
the original data using the following scenarios:

5.2.1 Spatial Density Distribution. Computing the spatial density distribution is useful if an application requires an
estimate of traffic density in different areas, e.g., distinguishing traffic hot spots in a city. We first partition the space into
square grid cells of equal size and construct a z-order space-filling curve [34] to derive the cell IDs, ci ∈ [1, cmax ]. We
then map each raw GPS coordinate, l̂ , to the cell ID that contains it. The spatial density distribution is then expressed
as, DSD = {P(c1), P(c2), ..., P(cmax )} where P(ci ) = |{l̂ ∈ L̂ : Map(l̂) = ci }|/|L̂| and L̂ is the set of all GPS coordinates.

For a given set of original trajectories, T and their respective exchanged set, T ∗, we compute the error introduced
by our perturbation process as:

Edensity = JSD(DSD (T ),DSD (T
∗)) ∈ [0, ln2]

where JSD(.) is the Jensen-Shannon distance. We used two spatial resolutions of our grid cells: R1 and R2 correspond
to the decomposition of space into 500m × 500m and 250m × 250m grid cells.

Figure 9 shows the density error for the above-mentioned strategies and spatial resolutions. As can be seen, in all
scenarios, the error introduced by our perturbation is quite small, while the Semi-personalised strategy introduces the
least amount of error. As the number of less sensitive POIs is generally higher than the other two strategy. We observe
that in a more realistic scenario, an increase in the number of POI classes decreases the amount of error since a larger
variety in POI sensitivities leads to a smaller number of replacements in our exchanged trajectories. As expected, the
error is higher for the more fine-grained resolution, R2, since deviations from original trajectories are better captured at
this resolution.

5.2.2 Frequent Spatio-temporal Patterns. Frequent spatio-temporal patterns are essential for understanding the traffic
flow and general movement behaviour of a population. Similar to the previous section, we map the raw GPS coordinates
Manuscript submitted to ACM
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(a) Generic sensitivity. (b) Personalised sensitivity. (c) Semi-personalised sensitivity.

Fig. 9. Error in spatial density distribution estimation, Edensity .

n = 5 n = 10 n = 25 n = 40
Tp 2 3 4 5 2 3 4 5 2 3 4 5 2 3 4 5
R1 0.91 0.94 0.95 0.94 0.82 0.85 0.85 0.85 0.85 0.91 0.94 0.95 0.84 0.92 0.95 0.95
R2 0.86 0.9 0.89 0.92 0.78 0.89 0.89 0.88 0.78 0.86 0.87 0.88 0.77 0.9 0.95 0.94
Table 3. Utility (similarity) of frequent spatio-temporal patterns, UST P , for the top 100 patterns and the Generic sensitivity.

to the grid cells, however, this scenario considers the sequence of the grid cells rather than the single points. It is
noteworthy that in a mapped trajectory, the same grid cell is usually repeated continuously which is corresponding to
the period that it takes for a user to cross that cell. In our dataset, the original and exchanged mapped sequences have
an average length of 66.6 ± 39.0 and 66.5 ± 38.0 respectively.

For a set of mapped trajectories, the DST P query outputs the top k frequent sub-sequences with length n in the
dataset. We express the utility of our exchanged trajectories compared to the original trajectories as:

UST P = F1(DST P (T ),DST P (T
∗)) ∈ [0, 1]

where F1(.) is the harmonic mean of precision and recall and captures the similarity between the two sets. We vary n
between 5 to 40 and k is set to 10, 100 and 1000 in our experiments.

As can be seen in Table 3, an increase in the number of POI classes, Tp , initially improves the utility in almost all
cases, but further increase this number has a negligible affect on the performance. Hence we present the rest of our
experimental results only for Tp = 5.

Figure 10 shows the utility of our exchanged dataset with regard to the frequent spatio-temporal patterns. Using
coarse grid cells, i.e., R1, for all sensitivity strategies the exchanged dataset exhibits high levels of similarity to the
original dataset. On the other hand, an increase in n, k and spatial resolution results in lower levels of utility. This is
expected since an exchange between the stops and moves episodes in the original trajectories affects the time spent in
the cells which is reflected in the spatio-temporal case with larger sub-sequences. Moreover, while the more personalised
strategies towards determining the stop sensitivity have better utility compared to the generic strategy, this difference
is not significant.

5.2.3 Frequent Spatial Patterns. This scenario is similar to the previous frequent patterns case except for the fact that
the repetition between consecutive timestamps is removed from the sequences to only represent the shifts between the
cell IDs regardless of the time it takes to cross them, i.e., the flow between the cells is of interest.
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(a) Generic, R1. (b) Personalised, R1. (c) Semi-personalised, R1.

(d) Generic, R2. (e) Personalised, R2. (f) Semi-personalised, R2.

Fig. 10. Utility (similarity) of frequent spatio-temporal patterns, UST P , for varying k and n when Tp = 5.

F ,R1 F ∗,R1 F ,R2 F ∗,R2
Mean, std 11.8 ± 5.4 12.8 ± 5.5 20.7 ± 9.1 21.9 ± 9.0

Table 4. The length of mapped flows in the original and exchanged datasets.

Hence, for a set of original mapped flow, F (ci , ci+1 for any given mapped sequence), the utility of frequent spatial
patterns, i.e., DSP , in the exchanged flow, F ∗ is determined as follows:

USP = F1(DSP (F ),DSP (F
∗)) ∈ [0, 1]

Since the length of the flow sequences are much shorter than the trajectories (Table 4), we vary n between 2 to 5 for
R1 and between 4 to 10 for R2. We use similar settings for spatial resolutions and k for this scenario.

As can be seen in Figure 11 the utility of the frequent spatial patterns in our exchanged data is also very high, with an
almost consistent performance for all k and n values. This is because Flip-flop’s primary goal is to preserve the footprint
of the original trajectory and in case a stop replacement is required, it performs the stop exchange with minimal detour
in space. Moreover, the advantage of the Personalised and Semi-personalised strategies is more pronounced in this case,
in particular for smaller sub-sequences.

6 DISCUSSION AND FUTURE DIRECTIONS

Our finding suggest that in regions with a high POI density, applying PFF results in the best balance between privacy
and utility. However, if the POI density in a region is low and utility is paramount, it is better to adopt UFF. In general,
our experiments show that knowing the POI density on a trip may provide individuals with an estimation of how
Manuscript submitted to ACM
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(a) Generic, R1. (b) Personalised, R1. (c) Semi-personalised, R1.

(d) Generic, R2. (e) Personalised, R2. (f) Semi-personalised, R2.

Fig. 11. Utility (similarity) of frequent spatial patterns, USP , for varying k and n when Tp = 5.

private their trip can be. In other words, if the POI density of a certain trip is known, the reachable privacy level can
be predicted before disclosing the trip. Similarly, given any area with certain POI densities, a service provider may
determine if the required data utility can be obtained with regard to individuals’ privacy preferences.

Moreover, our experiments in Section 5.2 suggests that a more flexible strategy for determining stop sensitivity
preserves the utility better. Such strategy would also make it more difficult for an adversary to make inferences about
the individuals’ sensitive stop. Nonetheless, we randomly assigned a sensitivity to POI types, which can be further
improved by a more realistic strategy.

Currently, our Flip-flop approach classifies non-sensitive POIs based on their typical duration and replaces sensitive
stops with a POI from a similar category, e.g., a post office is not an appropriate replacement for a bar. In general the
definition of stop similarity should be modified according to the underlying application.

In this work, we assume a users’ location is determined through a single localization technology, typically through
a GPS track. Other localization techniques such as proximity sensing technologies using a mobile phone’s WiFi or
Bluetooth capability are equally possible. However, if an application has access to several localization technologies
simultaneously, we need to improve our algorithm in a way that it would be able to apply its replacement and
displacements strategies uniformly across all available types of location data to ensure private trajectories of high data
quality. Moreover, in our experiments, we classified users from those who are willing to share their data and are not
concerned with their privacy to those users who are fully concerned about their intermediate stops. We realised that
time complexity for Flip-flop increases with stricter sensitivity threshold. The reason is that Flip-flop needs to search
more to find a safe alternative for the original sensitive stop. This knowledge can be used by an adversary to obtain
an aggregate information about users and their general privacy preferences. Furthermore, an adversary may be able
to pinpoint changes in a user’s privacy settings, which may be helpful to infer about more sensitive trips. This calls
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for novel techniques that are able to adjust the perturbation level according to users’ preferences while limiting the
adversary’s ability to i) make further inferences in the presence of multiple datasets and ii) differentiate between users.

7 CONCLUSION

We propose an algorithm that adaptively preserves the semantics of a trajectory with regard to the user’s privacy
preferences. To achieve this, we consider a trajectory as a sequence of stop and move episodes and aim to safeguard
intermediate sensitive stop points. Our Flip-flop approach not only exchanges sensitive stops with less sensitive POIs
more efficiently, it also results in a high data utility. In summary, we showed that – unlike generic privacy protection
methods – a tailored technique results in guaranteed privacy while minimizing utility loss. Our proposed displacement
probability estimation in Section 4.2.2 and its corresponding evaluation with different POI densities suggest that
knowing the POI density on a trip may provide individuals with an estimation of how private their trip can be. In other
words, if the POI density of a certain trip is known, the reachable privacy level can be predicted before disclosing the
trip. Similarly, given any area with certain POI densities, a service provider may determine if the required data utility
can be obtained with regard to individuals’ privacy preferences.
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