Continuous Evaluation of Video Lectures from Real-Time Difficulty Self-Report
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ABSTRACT
With the increased reach and impact of video lectures, it is crucial to understand how they are experienced. Whereas previous studies typically present questionnaires at the end of the lecture, they fail to capture students’ experience in enough granularity. In this paper we propose recording the lecture difficulty in real-time with a physical slider, enabling continuous and fine-grained analysis of the learning experience. We evaluated our approach in a study with 100 participants viewing two variants of two short lectures. We demonstrate that our approach helps us paint a more complete picture of the learning experience. Our analysis has design implications for instructors, providing them with a method that helps them compare their expectations with students’ beliefs about the lectures and to better understand the specific effects of different instructional design decisions.
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1 INTRODUCTION
Online videos have become an important medium for the delivery of video lectures in higher education [3]. They are the main information delivery tool in online learning environment such as Massive Open Online Courses (MOOCs) [22], and also play a complementary role in traditional, blended, and flipped classrooms [21, 37]. Existing research has shown that video lectures are effective educational tools [8, 14, 27], but video production decisions such as length, speaking rate, video type and production style substantially affect students’ engagement and learning experiences [10, 13, 16]. Therefore, devising methods and tools that are able to tease out these effects in detail is an important driver in e-learning research.

Standard measures for video assessment are mostly focused on the use of questionnaires after the lecture for capturing learners’ subjective feedback on affect, mental-effort, perceived learning, and user preferences [10, 16, 17, 23]. Alternatives include recent attempts that measured these effects at periodic intervals during interactive tutorials [2, 24]. Though these instruments are effective in capturing overall sentiments and reactions, they do not provide enough granularity to conduct detailed analyses on how specific parts of the lecture affect the learning experience.

To address the limitations of traditional one-off and periodic self-reports, we propose capturing continuous subjective reactions in real-time throughout the lecture with the use of a physical slider. The idea is inspired by Tangen et al. [36] who measured learners’ interest with a 5-point scale that could be used to rate the segment of the lecture whenever their interest on the content changed. This approach has
been widely used in market research to gauge an audience’s reactions to visual stimuli over time. Other approaches for extracting continuous signals from video experiences build a time series based on collective interactions with the video player [9, 11]. However, whereas these approaches build a continuous signal by aggregating the number of times a particular segment is viewed and reviewed across all viewers, we collect an individual signal for each participant.

Real-time continuous self-report measures have been successfully used to measure human emotions with sliders [19] or digital reports [4]). However, to the best of our knowledge no work has explored the use of this tool in the educational domain. Further, there is little advice on how to analyse such continuous data in order to obtain actionable insights regarding the instructional and production design of the lecture. We aim to address this gap by collecting a large dataset with different lecture topics and instructional designs continuously rated by participants and by demonstrating how to use time series analysis techniques to generate insights. The primary focus of the study is to demonstrate the usefulness of the slider tool. The issues of media designs are the secondary focus of our study.

We evaluated our approach in an experiment with 100 participants who watched two variants of two short video lectures on different topics while continuously reporting the difficulty level of the current point in time using a physical slider. Additionally, participants were also asked to report their experience after the lecture using standard evaluation instruments and to answer pre- and post-tests.

We demonstrate the usefulness of continuous analysis of video lectures based on real-time subjective ratings in five ways:

(1) we analyse peaks and troughs in the signal to identify points of difficulty in the lecture
(2) we demonstrate how local ratings of particular segments relate to the performance in the post-hoc test questions corresponding to those segments
(3) we compare instructors’ continuous ratings to learners’ ratings to identify misalignments of expectations
(4) we compare synchronised lecture variations to identify points of divergence
(5) we compare non-synchronised lecture variations to assess the effect of differences in instructional design techniques

In the remainder of the paper, we discuss related work and our experiment design and method. We then report results from the within-video and between-video time-series analysis to demonstrate the effectiveness of our approach. Finally, we present design implications for instructors for designing effective learning tools, and conclude with limitations and future work.

2 RELATED WORK

Existing research involving video analysis mainly focused on the sporadic use of video lectures and investigation of macro-level video activity features such as number of videos watched [1], amount of time spend on a video and problem attempts [5, 13], students’ dwelling time [38] as well as navigation styles [13]. For instance, Guo et al. [13] compared 6.9 million video watching sessions across four courses to measure effects of video production decisions such as length, speaking rate, video type and production type on students’ engagement. Similarly, in another study, Lau et al. [18] use trends in view count such as total percentage of video viewed and audience retention (percentage of viewers watching at a time point compared to the initial total) for comprehensive evaluation of ten medical-science lectures. The problem we have with these macro-level techniques is that they are rather rough judgements about students’ learning experiences as they contain data about entire videos, not within videos.

An alternative approach is to scale the analytics down to the click-level by closely examine how student interacts with each video lecture. Compared to macro-level video activity features, click-level-in-video analysis allows the instructors to identify which specific parts students are watching, skipping, re-watching or speeding. Such models were then used for predicting students’ dropout [15], identifying difficult segments in the lecture [20], measuring students’ attitudes [12] and improving user navigation experience [9]. This also does not help to evaluate videos at a fine-grained level as click-level interaction doesn’t necessarily represent learners’ real intent (e.g., play a video but not watch) and can be dependent on other pedagogical methods such as problem sets and exams.

Some approaches use human intervention to identify where the important segments are located in the video lecture. Previous research used user rating data [28] or lecture annotations tools [31, 33]. For instance, Olsen and Moon [28] summarised sports videos to identify which plays were most interesting based on user rating of the plays, whereas CLAS [31] is a lecture video annotation tool where students click a button when they find a lecture segment important. Although, the lecture annotation tools (CLAS) provides a collaborative tool to identify the important concepts in the lecture, however, they fail to answer the reasoning why the segments were important.

To counterbalance the advantages and disadvantages of both the micro-level analysis and human intervention for video assessment, in this paper we propose to combine the two by recording students’ subjective ratings about the lecture difficulty throughout the session using a slider. Most
of the previous works have focused on assessing video lectures by using self-reported questionnaires after the lecture, measuring students’ mental effort, affect, perceived learning and preferences. [10, 16, 17, 23]. A few recent attempts were found in the literature of intelligent tutoring systems and interactive tutorials, where researchers record students’ interaction at periodic interval of times [2, 24, 32]. For instance, Lodge and Kennedy [24] used periodic measurements of level of confidence and challenge to evaluate the effect of prior knowledge on students’ confidence and perceived difficulty in a digital learning environment. In another study, Shin et. al. [34] explores instructor and learner perceptions of in-video prompting where learners answer reflective questions while watching videos. These traditional one-off and periodic self-reports although capture students’ overall sentiments and affects, they do not provide enough granularity to conduct micro-level analysis of lecture segments.

Our work is inspired from Tangen et al. [36] where they investigated role of interest in different slideware presentation conditions by measuring the students’ interest level throughout the video presentation. The participants were asked to indicate any changes in their interest level by pressing the up and down arrows on the keyboard, such that each stroked toggled a 5-point scroll-bar on the screen. However, instead of using a key-press for recording students’ interactions, we choose to use a slider in order to extract continuous time-series signals. Previous work has shown the usefulness of slider in measuring human emotions [19], however to the best of our knowledge, no work has explored the tool in educational domain.

Figure 1: Sample frames from each version of the lectures. Both versions of the Neuroscience lecture had the same audio track. The Binary lecture combined slides and digital ink, and had different audio tracks.

3 EXPERIMENT

With the goal of exploring the use of real-time self-reported ratings for enabling continuous analysis of video lectures, we conducted an experiment. Our experiment is framed under the overarching theme of instructional design, but aimed at comparing two data collection and analysis methods. We collected data on two types of instructional design (between-participants)—text and animation—in two lecture topics (within-participants)—Neuroscience and Maths (see Figure 1). By collecting both post-hoc and real-time subjective ratings (within-participants) we were able to not only derive findings about instructional design, but also about these methods. As such, we conduct the following analyses on the continuous data:

(1) How do the real-time ratings relate to the post-hoc ratings?
(2) How can we identify points in the lecture where students experience difficulty?
(3) How do the difficulty expectations from the instructor relate to the difficulty experienced by learners?
(4) How can we compare two synchronised instructional designs?
(5) How can we compare two non-synchronised instructional designs?

Participants

We recruited 100 participants aged between 18 and 42 (M = 25.04, SD = 4.66) from the same university. Participants were evenly distributed in terms of gender (52 Female, 48 Male), educational level (38 undergraduate, 30 masters, 32 PhD), and experience with the subject matter (21 had previous
knowledge of only Neuroscience, 35 had previous knowledge of only binary system, and 22 had previous knowledge of both topics). All the participants were rewarded with a gift card for their time and contribution. The experiment took place at our institution’s usability lab (see Figure 2).

Materials

Video Lectures.

In selecting our video material, we drew from the literature on Educational Psychology by reusing four video lectures designed to evaluate instructional design techniques. In a larger study, Lodge et al. [23] compared different video types (text, static image, image and presenter face and full animation) and video design elements (static slides, digital ink, Socratic dialogue), developing video lectures corresponding to each of these conditions. We selected a subset of four of these lectures for our study—two about the basic workings of a neuron in the human brain (Neuroscience) and two about the conversion of base-ten numbers to binary (Binary). The Neuroscience lectures had the same audio track, but the Binary lectures did not. We deliberately chose these two combinations to allow us to devise methods for both types of comparison—synchronised and non-synchronised. The lectures on each topic had the same content, but different instructional designs:

(1) **Text:** The lectures consisted of a slide deck with a voice-over. Each slide contained mostly text and equations structured as 3-5 bullet points, with no illustrations.

(2) **Animation:** The lectures were presented in a dynamic style with little to no text. The Neuroscience lecture included the exact same voice-over as the Text version, but with a slide deck containing basically annotated images. The Binary lecture consisted of the same slide deck as the Text version, but interspersed with examples recorded with digital ink and a Socratic dialogue between the teacher and a novice.

All lectures were manually transcribed and annotated using Anvil1.

Slider.

To collect the real-time perceptions of difficulty, we used a physical linear slider, which participants held and manipulated throughout the whole lecture. The slider was one of the faders available in the Numark Mixtrack PRO Midi Controller, which outputs a number between 0 and 127. The slider was placed to the right of the participant and we offered a desk support for their elbows, so as not to tire them. The physical nature of the device meant that participants did not have to look away from the lecture to set the difficulty level. Further, the kinesthetic feedback of holding the cap of the slider reminded participants to continuously provide their ratings.

Sensors.

This study sits within a wider research project about developing adaptive e-learning tools that respond to changes in biometric signals. As such, as well as the instruments described in this procedure, our experimental setup also included a set of sensors that unobtrusively monitored participants’ biometric signals (see Figure 2). Specifically, during the study, we recorded participants facial expressions with a Logitech webcam, their eye movements with a Tobii Pro X2-30 eye-tracker, and their facial temperature with an Optris PI-400 thermal camera. The analysis of the sensor data is outside the scope of this paper and, therefore, is not reported here.

Pre-test and Post-test.

In order to test previous knowledge and the understanding of the material, participants completed two separate tests, one before and one after the lecture. The tests were also drawn from the same previous work as the lectures [23]. Each test contained 9 multiple choice questions with 4 answers and one “I don’t know” (IDK) option. To counteract correct answers from random guesses, we instructed participants to select IDK if they were not sure which was the right answer. The tests were marked by awarding one point for each correct answer, while the incorrect, unselected or IDK options received zero points.

In addition, before each test, participants were asked to rate their confidence in the lecture topic. For example, before the Neuroscience lecture they were asked the following question - “Please indicate how confident you are that you can correctly answer questions about the structure and function of neurons, actions potentials, and synapses (0 being not confident, 100 being very confident)”. The same question was asked again after they watched the lecture. In the Educational Psychology literature, these ratings are known as Judgements of Learning (JOLs) [35], which pertains to

1http://www.anvil-software.org/
knowing what one knows and has an important implications for understanding how people learn and use memories.

**Lecture Feedback Questionnaire.**
After the lecture, participants were asked to fill in a survey asking about the feedback of the lecture in terms of ‘mental-effort’, ‘challenge’, ‘confidence’ and ‘interest’ on a 10-point bipolar scale. For instance, the participants were asked to rate “How much mental effort [they invested] while watching the video lecture” on a 10-point bipolar scale ranging from “Not much mental effort” (1) to “Lot of mental effort”(10). We also asked whether participants had been exposed to the content of the lecture prior to the experiment, and asked them to rate the lecture according to five factors on a Likert agreement scale ranging from “Strongly disagree”(1) to “Neutral (3)” to “Strongly agree”(5):

1. **Organization**: “The video was well-organized”
2. **Clarity**: “The video was clear”
3. **Engagement**: “The video engaged me in learning”
4. **Helped to Learn**: “The teaching in this video helped me to learn”
5. **Satisfaction**: “Overall I am satisfied with video”

The lecture feedback questionnaire items were also adopted from the previous work as the lectures [23].

**Procedure**
Figure 3 shows a summary of our procedure. Upon arrival, participants were asked to read a plain language statement describing the purpose of the study and the procedure, to sign a consent form and to fill in a short demographics questionnaire asking about their age, gender, department and degree of study at the University. We then calibrated the eye tracker using the manufacturer’s default 9-point procedure. We also verbally explained the purpose of the experiment and how they should operate the slider during the experiment. The experimenter was present in the same room during the course of the whole experiment, but outside the field-of-view of the participant.

The procedure was split into two learning tasks, where each task corresponds to each of the lecture topics. The procedure for each learning task is shown in Figure 3. First, participants completed the pre-test with 9 multiple-choice questions and rated their confidence-level about the lecture topic (JOLs). Then, participants watched the corresponding video lecture without pauses and were not allowed to take notes. While they watched the lecture, they continuously rated the difficulty level of the lecture using the slider. After the lecture, participants were first asked to fill out the questionnaire asking about their engagement and opinion of each lecture. Finally, they answered a Post-Test questionnaire which tested their retention and understanding of the material. The same procedure was then repeated with the second topic. Throughout the procedure, participants were monitored using the contactless sensors (webcam, thermal camera, and eye tracker). The order of the topics and the instructional designs were counter-balanced between participants, but each participant watched one lecture with each instructional design. For example, if the first lecture was the Animated version of the Neuroscience lecture, then the second lecture was the Text version of the Binary lecture. The complete session lasted approximately 60 minutes.

**4 RESULTS**
We present our results in terms of the research goals of the study, namely, in terms of analysing the time series formed by the continuous, real-time subjective ratings (1) in relation to the effects of instructional design, (2) on their own to identify points of difficulty, (3) in comparison to the expert’s time series, (4) in comparison to a synchronised time series with the same audio but a different visual design, and (5) in comparison to a non-synchronised time series with different audio and visual design.

**Effect of instructional design on Difficulty Ratings**
During the lecture, participants were asked to move the slider to indicate the lecture difficulty on a scale from 0 (Low) to 127 (High). We first computed the mean difficulty rating for each condition. Consistent with the previous work around cognitive load [26], dual channels [6] and cognitive theory of multimedia [29, 30], it was found that mean difficulty ratings were higher for animation-based lectures as compared to text-based lectures. An independent-samples t-test was conducted to compare the effect of instructional design on mean difficulty scores of the participants. There was a statistical difference in the mean-difficulty rating for both the Neuroscience lecture – animation-based (mean = 46.18, SD= 29.84) and text-based (mean = 61.01, SD = 31.11); t(97)=2.43, p<0.05 and Binary lecture – animation-based (mean = 46.72, SD=...
Identifying points of difficulty

The first advantage of collecting continuous subjective ratings from learners is that it enables instructors and educational designers to identify specific points of the lecture with which learners seem to be struggling with. Works that aggregate viewing behaviours perform this kind of analysis by identifying segments that are watched repeatedly. However, this kind of analysis requires that learners are able to rewind and rewatch segments of the video. By measuring difficulty in real-time, we can perform this analysis even if each student only watches the lecture once. Although difficulty is a subjective experience [25], recording real time continuous ratings helped us to understand the reasons which might contribute in the individual differences of difficulty ratings between the participants.

During the study, the participants self-reported the 'amount of mental effort they invested’ on a 10-point bipolar scale after watching the video lectures. The mean mental effort score of all participant was used as the cut-off point to split the participants into two subgroups—low and high mental effort groups. Figure 4 presents the difficulty ratings of these two groups during the text version of the Binary lecture. Immediately, we can see the difficulty varied concomitantly, with peaks and troughs at the same points in the lecture. However, the absolute value of the ratings was considerably higher amongst the high mental effort group than in the low mental effort group, (i.e. High Mental-Effort: mean=78.7, SD=10.5, Low Mental-Effort: mean=38.3, SD=8.7; t(45)=5.335, p<0.001).

To explore the connection between visual transition and the peaks and troughs in the difficulty time-series, we manually annotated each state transition in all videos using Anvil. The first trough in the signals happened at t = 48s. This is exactly at the start of a slide that included a mathematical equation containing a summation of products (see Slide 1 in Figure 4). The difficulty steadily increased until t = 100s, which corresponded to a slide change. This new slide contained a practical example that clarified the equation in the previous slide (see Slide 2 in Figure 4). We can see that the difficulty decreased as the concepts became clearer with the explanation. We see a new trough followed by an increase in difficulty when a new slide introducing more equations appears at t = 170s (see Slide 3 in Figure 4). At t = 196s, the instructor says "as an example", and proceeds to give a step-by-step example of the operation, causing the difficulty ratings begin to drop once again.

These findings are consistent with previous studies [15], where the authors demonstrated that visual transitions in video are often associated with a peak. However, we also found that formulas in the slides if not well understood by the participants may also result in subsequent peaks. The same behaviours were found for the Neuroscience lectures, with troughs at the introduction of new terms and concepts, and peaks at the explanations. It is important to note that whereas in analyses based on aggregate numbers of visits to a video segment, a peak is indicative of a point of difficulty, but in our analysis, the opposite happens. Rather, a trough suggests the beginning of a segment that learners
Predicting test performance from segment ratings

A second advantage of analysing continuous data is the ability to relate the difficulty experienced in specific segments to the performance in the questions in the test corresponding to those segments. The multiple-choice questionnaires we used in our post-test contained 9 questions, which formed three groups. Each group of three questions mapped to three segments of each lecture. For example, in the Binary lecture, they mapped to the discussion of binary integers, binary addition, and two’s complement.

To analyse this data, we aggregated participants’ average ratings within the segments based on their performance on the corresponding group of questions—according to whether they answered all three questions correctly, incorrectly, or made 1-2 mistakes. Figure 5 shows that the participants’ difficulty ratings for a given segment significantly predicted their performance on the questions corresponding to that segment.

A 95% confidence interval of the plot showing mean-difficulty ratings and post-test scores of the participants in each segment of a Binary (text-based) lecture, where N=number of students.

Assessing instructors’ expectations

When designing a lecture, the instructor will have some idea of the relative difficulty of each segment in the lecture. A well-designed lecture balances this difficulty to ensure an optimal level of cognitive load. However, given the differences in experience with the content material, the instructor’s expectations might not necessarily match the difficulty experienced by the students. We now demonstrate that by collecting continuous signals from the instructor and students, we are able to identify the points in the lecture where these expectations are misaligned.

To explore this idea, we invited the instructor of the Neuroscience lecture to participate in our study. The instructor watched the text version of the Neuroscience lecture and followed the same procedure as our participants, but rating the difficulty of the lecture according to his expectations of the level of difficulty that students should be experiencing at segment.

To assess the instructor’s expectations, we averaged all participants’ ratings of the corresponding video to generate a single time series. We then compared it to the instructor’s time series by computing the correlation between the two signals with a 60-second sliding and 10-second step size. Figure 6 shows the two signals and the corresponding correlation curve.

The troughs in the correlation curve suggest segments where the expectations did not match the experience of the learners. The first of these happened at the 81-91st points in the correlation curve, which corresponded to $t = 121 - 141$ s in the lecture. Upon further inspection, we found that during this segment, 4 new terms were introduced in the lecture slides—axon, axon hillock, myelin sheath, and nodes of Ranvier. As this was the first time that a large proportion of the students were presented with these terms, and there were no pictures on the slides to support their learning in this version of the lecture, this naturally caused an increase in the difficulty ratings. However, given the instructor’s familiarity of the term and the notion that this was simply a definitional slide, his own rating was low. The alignment resumed when both the instructor and the participants rated as highly difficult the segment that described more complex structures, such as the synapse, pre-synaptic terminal, synaptic cleft and post-synaptic terminal ($t = 180$).

Overall, during the first half of the lecture, the instructor’s expectations were well-aligned, but this did not happen in the second half. To investigate the reasons behind this, we analysed the transcript of the lecture corresponding to those segments. We found that from $t = 431$ s to $t = 531$ s, the experienced difficulty and a peak indicates the end of this segment.
The lecturer said 251 words but only two slides were shown. The problem seemed to lie on the fact that the spoken words did not match the slides. Many unfamiliar terms (e.g., myelin sheath) were mentioned, but not spelled out, described, or explained in the slide. This lack of familiarity with these terms, combined with the fact that many participants in our pool were ESL students from disciplines other than biological sciences, led to high difficulty ratings. The instructor on the other hand, was familiar with the terms, and therefore reported lower difficulty. This suggests that lexical complexity is an important factor in the subjective ratings—particularly regarding the misalignment of expectation—and points towards a promising direction for future work.

Comparing synchronised lectures

Because the Neuroscience lectures contained the same audio track, only varying the video content, we could compare the two designs—text vs animation—point-by-point. By sharing a common audio track, we can isolate any differences in ratings to the video design and examine them in detail through the continuous time series. Figure 7 shows the difficulty ratings for each condition.

This comparison allowed us to identify three interesting points. First, we see that both groups experienced similar levels of difficulty in the first minute of the lecture, but began to diverge at \( t = 74 \) s. Upon inspection of the video material, we found that whereas the animated version of the video presented the content one concept at a time, the text version presented a slide containing the definitions for all the terms presented in the next minute at once. This led to an increase in the ratings for the text version while the ratings for the animated version levelled off.

Second, we notice that after beginning to diverge, the difference in difficulty caused by the difference in presentation appeared to be amplified as the lecture progressed. We computed the difference between the two curves and built a linear regression model, which explained 76% of the variance (adjusted \( R^2 \), \( p<.001 \)). For every second, the difference between the two curves increased by 0.033, reaching a maximum of 30 points at the end (which corresponds to approximately 25% of the slider’s range). Though this trend should have a ceiling at some point due to the maximum value in the

Figure 7: Comparison of two versions of Neuroscience lecture, both with the same audio track.
slider, it was maintained until the end of the lecture. This suggests an interesting potential for future work to explore unbounded controls such as rotational knobs.

The third point is that by comparing the relative shapes of the time series, we see that even though they match overall, the animated curve contains two spikes starting at $t = 246s$ and at $t = 520s$, which corresponded to segments of the corresponding lecture where ions flowed through synapses. Participants reported that keeping up with what was being said and watching the animation caused an increase in the difficulty of the lecture. Because the text version did not contain such animation, no spike is present.

Comparing non-synchronised lectures
To push the limits of the method, as well as comparing two lectures with the same audio track (as in the Neuroscience example), we compared two lectures that presented the same content, but with different audio and visual material (as in the Binary example). Due to differences in the length of the time-series for these lectures, a direct comparison was not a good approach. To make these comparable, we coded the transcript of both lectures and mapped the corresponding segments to each other. We then computed the mean difficulty rating in each segment for the groups of participants watching each version of the lecture. The results are presented in Figure 8. We found that participants who watched the Binary (animation-based) lecture reported less difficulty as compared to the participants who watched the text-based variant of the same lecture in each major section of the lecture. 

\[
\begin{align*}
&| \text{Binary (text-based)} | \quad | \text{Binary (animation)} | \\
| \text{Slides} | & 58.9 & 41.92 \\
| \text{Digital Ink} | & 69.57 & 41.65 \\
| \text{Binary Addition} | & 62.8 & 41.05 \\
| \text{2's complement} | & 63.4 & 50.38 \\
| \text{2's complement} | & 65.4 & 58.30
\end{align*}
\]

In both versions, we see a pattern of increasing difficulty with the introduction of a new topic, followed by a decrease.
as soon as the lecturer begins to exemplify what was just described. However, the examples given with digital ink in the animated version of the lecture cause sharper declines than the examples given in the text slides.

5 DISCUSSION
The results from our 100 participants dataset demonstrated the advantages of using the slider as compared to traditional methods for assessing students’ mental workload. Not only the results of the slides are consistent with the self-report ratings at the end of the lecture, they provide a lot more fine-grained information, which enabled us to inspect in detail specific characteristics of their instructional design.

In our study, to understand the differences of difficulty ratings across video lectures, we used two versions of two instructional videos—text-based and animation-based. We found that participants consistently rated the text-based lectures as more difficult than the animation-based ones. These findings are consistent with prior research around cognitive load [26], dual channels [6] and cognitive theory of multimedia [29, 30]. Additionally, we found the reason for the distinction by performing a more-fine grained analysis - between design analysis and within design analysis. In between design analysis, we compared the two different instructional designs which consisted of both synchronous or asynchronous video lecture designs. For the synchronised versions of the lecture, we compared the mean difficulty ratings across all the participants for the different designs, and identified points of divergence between the two. In contrast, for the lecture designs that were not in sync, we manually coded them according to the content and compared the individual segments. We found that pictorial representation of fundamental concepts helps in reducing the difficulty level of the lecture, such as picture of a neuron or an example illustrated using digital ink.

Similar analysis was done in within-design analysis, where we compared the difficulty ratings of the participants with instructors’ expectations and found that for a complex topic such as Neuroscience, it is important to have a symmetry between the audio-visual modes of communication. We found that when new information is introduced but is not present on the slides, students tend to report higher difficulty levels. Moreover, for conceptual and formula-based topics such as conversion of Binary numbers, both groups of participants who reported high and low mental effort showed similar difficulty peaks and troughs in the time-series data. Further analysis revealed that introduction of new formulae and their explanation were the reasons for the peaks and troughs. If the explanation was well understood by the participants, they reduced the difficulty ratings, otherwise the difficulty ratings was kept high until a new topic is being introduced in the lecture. We also highlight the expected effect of examples in reducing the lecture difficulty. In all instructional designs, the introduction of new content led to an increase in difficulty level, whereas the clarification through examples reduced it. The reduction was even more pronounced for examples given with digital ink.

We argue that these insights would not have been revealed by looking at a single difficulty rating after the lecture. The continuous measurement of difficulty helped us to minutely identify differences between text-based and animation-based lectures, and perform a more fine-grained time-series analysis of the data.

Design Implications for Instructors
The micro-level analysis of participants’ continuous self-reported difficulty ratings introduced in this paper can help the instructors to answer the following questions:

- **What is the impact of different instructional design on students’ learning and performances?**
  As shown in the study, the students faced less difficulty while watching the animation-based variants of the two lectures, although there was no difference in their learning outcomes. Therefore, we can conclude animation-based slides including either pictorial representation of complex phenomenon such as working of human brain or detailed explanation of formula based concepts using examples and hand-writing tool can help to reduce the amount of difficulty faced by the students.

- **Which part of the lecture content was difficult for most of the students?**
  Difficulty plays a crucial part in learning. However, difficulty experiences during learning and resulting confusion can be either productive or unproductive [25]. Therefore, it’s important for instructors to compare their expected difficulty ratings of the content with the students’ belief about the lecture difficulty. As evident by the results, the continuous measurement of difficulty ratings gave an insight about the learning experiences of the students and incurred difficulties. For example, we found that results for change in difficulty depends on three factors- pictorial representation of complex terms, difference between the amount of verbal and visual information presented per slide and number of words spoken by the instructor per second.

Limitations and Future Work
Through this work, we offered a first look at how to collect and analyse real-time difficulty data for the evaluation of video lectures. Though we demonstrate the usefulness of the method for achieving new insights about instructional
design, asking students to actively rate the lecture as they watch it might incur extraneous cognitive load. Though Tangen et al. suggest that this type of data collection should not incur additional cognitive load, we do acknowledge this possibility. Having said that, all conditions in our study included this component, so any additional workload would be distributed across conditions.

We found a trade-off in terms of the size of the sample and its ecological validity, because if we were to recruit only students that are learning the specific material, our sample would be much smaller (as not everybody in the class would volunteer), and we would have to run the study in a much shorter timespan (as after some time the previous experience across the sample would vary). In this study, we chose to sacrifice ecological validity in order to have a large sample size ($N = 100$).

Even though the number of participants in our study was large for HCI standards [7], we only examined a small number of topics and instructional designs. Moreover, we believe the videos are slightly decontextualized from the learning design, however the main contribution of the study is regarding the kinds of analysis that can be done based on the continuous data.

As described earlier, this study is limited in its ecological validity. The data collection took place in a lab setting and we did not allow participants to exhibit otherwise natural behaviours, such as pausing and rewinding the video or taking notes. Further, participants were asked to continuously manipulate the slider, which is not a natural behaviour either. Given the usefulness of continuous data for the analysis of video lectures, but the difficulty in collecting this data, in future work we will attempt to automatically predict the continuous signal that participants self-reported through the multimodal set of sensor data that we also collected during the study. If successful, this could pave the way for adaptive learning experiences that are able to measure learners’ difficulty in real-time.

6 CONCLUSION

In this paper, we demonstrated the use of slider as compared to traditional methods for assessing student’s mental workload. Our results on a 100 participant dataset helped us to analyse the time-series formed by the continuous real-time subjective ratings to (1) identify points of difficulty in lecture (2) predict test performance from segment ratings (3) assess instructor’s expectations and (4) compare different instructional designs. We believe our approach has design implications for the instructors by enabling them to understand the impact of different instructional designs on students’ learning experiences and also provides a quantitative framework to compare their expectations with students’ belief of the lectures.
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