Real Time Autonomous Point of Interest Mining through
Ambient Smartphone Sensing

Tanusri Bhattacharya, Lars Kulik, James Bailey
The University of Melbourne
Department of Computing and Information System, Parkville campus
) Melbourne, Victoria 3010, Australia .
tanusri.bhattacharya@alumni.unimelb.edu.au,{lkulik, baileyjj@unimelb.edu.au

ABSTRACT

The advancement of sensor equipped smartphones provides
tremendous opportunities for fine-grained monitoring of user
Points of Interest (POIs) for a range of mobile applications
such as place-based advertisement, personalised healthcare
services, location based social networks. Existing systems,
however, cannot infer both indoor and outdoor POlIs using
a single approach and typically require a mix of technologies
for localization such as GPS, GSM or Wi-Fi. The accuracy
of these techniques depend on the availability of local in-
frastructure and normally can retrieve POIs only at a coarse
level, for example at the level of a building or region. We de-
velop a novel algorithm to automatically detect user POIs in
near real time at room level accuracy using only lightweight
ambient environment sensors. Our method can infer both
indoor and outdoor POIs at a fine granularity without de-
pending on local infrastructure or without using GPS or Wi-
Fi. It works in an unsupervised manner using covariances of
ambient sensor data to detect user visits to POIs. An exper-
imental study with real-world data shows that our system
can achieve an F1 score of approximately 80% for the top 3
retrieved locations and outperforms the existing approaches
such as Google place search and Foursquare venue search.

CCS Concepts

eInformation systems — Location based services;
Mobile information processing systems; Data mining;
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1. INTRODUCTION

Places play an important role in people’s daily life. People
spend most of their time at significant indoor or outdoor
places such as home, office, park, restaurant, shopping-mall.
In previous literature, a significant place or POI has been
defined as a region where a user spends significant amount of
time [34, 10]. According to the coarseness of space and time
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dimensions, a POI can refer at different levels of granularity.
For example, a user’s POI can refer at a coarse level, to
a university, at a finer level, to an office building at the
university or at the finest level to an office room.

The rise of sensor equipped smartphones with GPS, Wi-
Fi, magnetometer or barometer on board has created ex-
citing opportunities for on- and offline monitoring of POIs
visited by users in their daily life.These acquired places form
the building block for many current and future mobile appli-
cations such as place check-in for location based social net-
works (LBSNs), place recommender services, predicting the
next place to visit, place based personalized services and ad-
vertisements, ubiquitous healthcare and aged-care services
for elderly peopleFor example, a number of location based
social networking applications such as Foursquare, Google+
and Facebook Places allow users to check-in to a place, such
as a restaurant or cinema upon arrival. Other applications,
such as Instagram enable users to select a location from a
list, when they share a photo. Predicting a user’s true place
or POI from the current geographic location and displaying
them within the top few positions of a list on the device’s
screen, is highly desirable in such applications to improve
the user’s experience. Moreover, accurate prediction of the
POI at the top position in the list can assist with automatic
check-ins to a place [11].

Existing applications, however, can suffer from poor ac-
curacy in retrieving and ranking the POIs due to unrelia-
bility or unavailability of the underlying localization tech-
niques such as GPS, Wi-Fi or cell-tower based localization.
Although satellite-based GPS positioning provides good cov-
erage outdoors, it does not work well for indoor places or in
urban canyons, due to poor line-of-sight transmission be-
tween the receiver and the satellites. The accuracy of cell-
tower based localization is rather limited, often in the range
of a few hundred meters to a few kilometers. Wi-Fi or RFID
based techniques can infer indoor POIs at a higher gran-
ularity [21, 14, 17], however, the opportunity to use such
techniques is dependent on the local infrastructure and may
not be always available. Typically, there is also additional
cost for implementation [11]. Furthermore, GPS or Wi-Fi
based localization consumes high energy from a mobile de-
vice [29] and is thus unsuitable for continuous real time POI
monitoring.

Many approaches have been proposed to improve the ac-
curacy of POI ranking in LBSN scenarios, based on POI
popularity, user’s check-in histories, other user behaviour
towards those POIs or closest distance from the user’s ge-
ographic location [25, 26, 31]. However, these algorithms



still rely on accurate GPS or Wi-Fi based localization. Re-
cently, an infrastructure-independent indoor navigation sys-
tem has been developed in [33] using only geomagnetic fin-
gerprints which exploits crowdsensing for floor map con-
struction. However, unlike our proposed system, this system
is designed for accurate navigation only at indoor environ-
ments.

In this paper, we propose a novel algorithm, Real Time
POI Identification or RTPOI to automatically detect and
predict a user’s POl in real time at room level accuracy using
only lightweight ambient environment sensors. The novelty
of our approach is that it can infer both indoor and outdoor
POIs with high accuracy, without relying on local infrastruc-
ture or without using any additional knowledge. Our method
also does not require any energy hungry localization sensors
and enables real time continuous POI monitoring. RTPOI is
generally useful for personalized location based applications
such as place-based advertisements or reminder services. It
can be used for automatic retrieval of POlIs in collaborative
applications such as LBSN. RTPOI also caters for the grow-
ing demand of self-quantification and personal analytics [30]
for place-based health monitoring and aged-care services: the
visited POIs can be continuously monitored at room level to
answer questions like “how much time do elderly people spend
in a kitchen or bathroom?”.

In previous literature, a user’s POI has been characterized
with location context (latitude, longitude) and time dimen-
sion [19, 34, 13, 10, 11]. Most existing techniques do not
work in real time and detect a place typically only at a rel-
atively coarse level, for example at the level of a region or
building. We argue that contextual information such as a
user’s ambient environment can help to further refine the
granularity of place detection. For example, the geographi-
cal location in terms of latitude and longitude of two places
located at different floors might be the same, however the
barometric pressures are likely to be different due to the
height difference. Some approaches have considered the use
of contextual data such as ambient light, sound or magnetic
field strength [9, 14]. However, they still rely on GPS/Wi-Fi
based localization to recognize the POlIs.

One of our key contributions is to provide a new direc-
tion of identifying POIs in terms of their ambient environ-
ments captured through previously unexplored smartphone
sensors. We hypothesise that a POI is an indoor or outdoor
region where a user’s ambient environment remains largely
unchanged (below a threshold) for a certain amount of time.
We assume that each POI has a unique fingerprint of its am-
bient environment in terms of magnetic field strength, pres-
sure, temperature, relative humidity and sound intensity.
For example, different floors in a building typically result in
different atmospheric pressures; magnetic field strength in a
computer lab is likely to be different to a home environment.
The sound level in a food court or cafeteria is usually louder
compared to a library or office room. Some POIs might be
more humid than others such as aquatic centres; even the
temperature at different POIs might differ depending on a
user’s personal preference. In real life, however, the environ-
ment of a POI may change depending on the visit time. For
example, the sound intensity of a restaurant may differ at
morning and noon; the temperature of a place may vary at
day and night time. We may also observe that users nor-
mally visit POIs at certain times of a day in their daily life
- they stay at their offices at certain times of a day; attend

seminars in other rooms at other times of a day, eat lunch at
restaurants at other times, and so forth. Therefore, we also
capture time of visits in addition to ambient environments
to recognize POls.
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Figure 1: The system diagram of RTPOI.

Figure 1 describes the system diagram of our proposed
method. Our algorithm, RTPOI, has three phases. In the
first phase, the algorithm detects whether a user is at a POI
through checking the variances of ambient smartphone sen-
sor readings. The key idea is that if a user is at a POI,
the variance of sensor reading should be lower due to the
unchanged surrounding environment. In the second phase,
the algorithm evaluates whether the detected POI is newly
visited or a place that has been visited earlier. This is
performed through isolation forest anomaly detection tech-
nique [27] by considering whether the newly visited POI is an
anomaly with respect to the previously visited POIs stored
in the knowledge base. If the POI is detected as newly vis-
ited, the algorithm asks for the user’s feedback to provide the
logical name of the POI. Otherwise, in the third phase, RT-
POI recognises the POI by finding the best possible match
in its knowledge base of visited POIs. A K-nearest neighbour
(KNN) algorithm has been used to obtain the best match in
terms of the ambient environment and the time of visit.

Our evaluation shows that for offline learning, the pro-
posed algorithm can detect a user’s true POIs in near real
time (within 1 minute) at room level accuracy for the top 3
retrieved locations with an F1 score of approximately 80%.
Using online learning with a cold-start, where the newly vis-
ited POIs are gradually added to the knowledge base, our
algorithm achieves an F1 score of approximately 66.3% in
identifying the true POIs at room level accuracy within the
top 3 positions. The precision@1 of RTPOI at building level,
is approximately 17% and 33% greater than the GPS-based
solutions using Google place search [4] and Foursquare venue
search [1], respectively.

Our main contributions can be summarized as follows:

e We develop an algorithm that can automatically rec-
ognize both indoor and outdoor POls in near real time
at room level accuracy using only lightweight ambient
smartphone sensors.

e Our proposed algorithm RTPOI can detect indoor and
outdoor user POIs in an unsupervised manner checking
the spread in the ambient environment sensor data.

e RTPOI does not use any energy demanding localiza-
tion techniques such as GPS or Wi-Fi, which enables
continuous real time POI monitoring.

e RTPOI is infrastructure independent as it does not
require any local infrastructure.

e Without any additional knowledge such as user check-
in histories or POI popularities, RTPOI can predict



a user’s true POIs in near real time (approximately
within 1 minute) with high precision and recall.

2. SENSOR SELECTION

In this paper, we provide a novel method of identifying
user POIs in real time in terms of ambient environments
and time of visits captured through modern smartphone sen-
sors. We selected sensors which have the potential to char-
acterise user POIs at room level, rather than detecting the
phone’s motion. Thus, we avoided accelerometer, gyroscope
and orientation sensors whose readings greatly vary with the
phone’s movement or orientation.

We use the ambient sensors (pressure, magnetometer,
temperature, relative humidity and sound) available in mod-
ern smartphones except the light sensor, since in real-life the
light intensity readings can greatly vary depending on how
the phone is carried (in pocket, bag or by hand), or whether
it is covered by some other objects such as phone cover. We
compute the magnitude of the magnetic field strength (sm)
using the equation s, = /m2 + m2 + m2; where mgy, my
and m, are the magnetic field readings in x, y and z di-
rections, respectively, as measured by the magnetometer. In
order to understand which sensors can better identify a POI,
we capture sensor readings at six different POIs (A - F) at
room level. Four of the POIs (A - D) are located at two ad-
jacent buildings in our university in the urban area and two
POIs (E, F) are located in the outer suburbs of the city. The
sensor records are manually labelled with the POI names
according to the ground truth. We compute the importance
of the sensors to classify the POIs in terms of Information
Gain Ratio which is a widely used data mining technique to
assess feature importance [18]. The pressure and magnetic
field sensors show the highest importance (gain ratio of 0.773
and 0.646, respectively) and the sound sensor has the lowest
value (gain ratio of 0.192). All these sensors together con-
sume much less energy compared to GPS or Wi-Fi [29]. The
efficiency of a sensor is judged based on the following two
characteristics: 1) ability to distinguish different POIs and
2) stability of readings for a particular POI across different
days.

Ability to distinguish POIs Figure 2 shows the box
plots of different sensors for the six different POIs. The bot-
tom and top of a box represent the first and third quartile
of the data and the bar inside a box represents the 2nd
quartile (median). The data points outside a box represent
the outliers. In general, the smaller the overlap between the
boxes, the higher is the ability of the sensor to distinguish
the POIs. The pressure sensor has the lowest overlaps with
low variance for a particular POI while the sound sensor has
largest overlaps between the boxes with high variances for
the POIs and thus is less effective.

Stability of sensor readings across days To analyse
the stability of the sensors across multiple days for a particu-
lar POI, we capture sensor readings at a POI on two consec-
utive days: Day 1 and Day 2. The sensors should have similar
medians for both the days in order to be considered as sta-
ble for POI recognition. Figure 3 describes the box plots of
different sensors for these two days. The pressure sensor can
distinguish the POIs most effectively; however, it does not
have stable medians for the same POI across the two days.
The relative humidity and the sound intensity sensors also
have large variations in their median values for day 1 and
2. On the contrary, the magnetic field strength and temper-

ature sensors demonstrate much more stable behaviour for
the POI across the two days.

Table 1 summarises our overall findings of the sensor be-
haviours for identifying POIs. According to the initial exper-
iments, none of the sensors is individually, efficient enough to
1) distinguish the POIs and also to 2) show stable readings
for a POI across multiple days. Hence instead of using the
sensors individually, we decide to use the collective (mul-
timodal) sensor readings along with the time of visit as a
basis for POI discrimination and identification.

3. REAL TIME PLACE LEARNING

In this section we describe our methodology to identify
a user’s POIs in real time using ambient smartphone sen-
sors. We propose a three phase algorithm, RTPOI, to detect
and predict a user’s POI. A sliding window of width w is
run over the observations of time-annotated sensor data to
process the data in real time. In the first phase, RTPOI de-
termines whether a user is at a POI. In the second phase, the
algorithm verifies whether the current POI is newly visited
or has been earlier visited by the user. If the current POI
is a known place, in the third phase, RTPOI recognizes the
POI name by finding the best match from its knowledge base
of visited POlIs. First, we provide the terminology used in
this paper. This is followed by the descriptions of the three
phases of the proposed algorithm.

3.1 Definitions

Ambient Sensor Record: An ambient sensor record
s = (Sm, Sp, St, Sh, Ss,t) describes the measured sensor read-
ings at the time stamp ¢ where s,,, sp, S¢t, s, and ss are
the ambient magnetic field strength, pressure, temperature,
relative humidity, and sound intensity, respectively.

Place Data: A Place Datum L can be defined as L =
{(s1,t1), (s2,t2) ..., (8n,tn)}, corresponding to a user’s stay
at a POI such that Vi € [1,n], t; < t;y1; where s; is the
measured ambient environment record at time stamp ¢;.

Knowledge base of Place Data: A knowledge base K
of place data is a set of m previously visited places such
that K = ({L1,PN1},{L2,PN2},...,{Lm, PNn}), where
Vi € [1,m],L; and PN; are the ith place datum and its
user-given place name, respectively.

3.2 Phase 1: Is it a place/POI?

POI detection is performed by using the sensor variance
over the current time window of size w. The key idea is that
when a user is at a POI, the surrounding environment is
likely to remain largely the same compared to movements
between POIs. We consider the magnetic field, pressure,
temperature and relative humidity data of the current am-
bient environment. The sound intensity is not used for POI
detection since it appears to be less informative to differ-
entiate a user’s at-a-place versus not-at-a-place behaviour.
For example, the sound intensity of a crowded path and a
coffee shop can be quite similar. Figure 4a, 4b, 4c and 4d
describe the real life sensor readings for a user’s stay at dif-
ferent nearby POlIs during a day. The ground truth of the
user’s stay has been described in Table 2: the variance of
sensor data is much smaller when the user is staying at a
POI compared to moving from one POI to another.

Let S = s(k+41), S(k+2),- - - S(k+w) represent the ambient
sensor records (see Subsection 3.1) over the current window
of w observations such that Vi € [1,w], 54 is the mea-
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Figure 2: The behaviour of the sensors at six different POIs: A, B, C, D, E and F. The lesser the overlaps between the boxes,
the higher is the ability of the sensor to distinguish the POIs. The pressure sensor has the lowest and sound sensor has the

highest overlaps.
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Figure 3: The behaviour of the sensors at a POI for two different days. The magnetic field strength shows the most stable
behaviour over the days, with a low variance for each day. The temperature is quite stable over the days. However, the
barometric pressure, relative humidity and the sound intensity vary largely from Day 1 and Day 2.

sured ambient sensor record at time-stamp #(;;). Ignoring
the time dimension, the sensor data set S can be viewed as a
w X 4 matrix representing the sensor records over the current
window. To detect whether a user is at a POI, we compute
the 4 X 4 covariance matrix of S that captures the spread of
the multivariate data in 4 dimensions using the formula:

Cov(S) = (1/w—1)8'S (1)

where S’ is the transpose of matrix S. We compute the
determinant of Cov(S) representing the magnitude of the
spread in the multivariate sensor data within the current
window. Therefore, RTPOI continuously checks whether the
det Couv(S) for the current window is below a threshold, Sip,
to detect if the user is at a POI. The performance of the
place detection phase depends on the parameters w and Sy,
and their choice. The following section details the selection
procedure.

Table 2: A user’s ground truth: each record describes the
arrival time and the name of the POI

Arrival time Name of a user’s POI
10:50 am My office x at building A

1:02 pm Going out for lunch in cafeteria

1:17 pm Back to my office

1:37 pm Meeting room y at building A

2:59 pm Computer lab at a nearby building B

Selecting the parameters, w and S:,: The place de-
tection (phase 1) performance of RTPOI depends on two
parameters: 1) width of the sliding window (w) and 2) the
threshold value of the determinant of covariance of sensor
matrix (St ). To select proper parameter values, we perform
an experiment varying these two parameters on 5 days of
training data collected for a user, who was visiting different

POIs within our university campus. The optimal parameter
values have been selected based on the performance (pre-
cision and recall as described in the section 4.2) and have
been used for all other experiments. Figure 5 (left hand side)
describes the place detection performance of RTPOI with
varying width of the sliding window. In this experiment, the
Stn value has been kept as 2.0 and the window width has
been varied from 5 to 30 observations. Since the data has
been collected at a sampling rate of every 10 seconds, the
window widths of 5 and 30 observations correspond to ap-
proximately 1 and 5 minutes, respectively. After w = 20 ob-
servations, precision and recall do not improve significantly.
We select w as 20 observations (approximately 3 minutes),
since increasing the window size further may cause missing
of POI visits of smaller duration such as cafeteria visits.
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Figure 5: The performance of place detection phase with
varying window size and covariance threshold.

The right hand side of Figure 5 describes the performance
of RTPOI with varying Sy, parameter. In this case, the
width of the sliding window has been kept as w = 20 obser-
vations and the value of the S, parameter has been varied
from 0.5 to 6.5. We find that the precision and recall of place
detection do not change after Sy, = 4.5. The recall is the



Table 1: Overall capability of the ambient smartphone sensors to identify POlIs.

Sensor Drift behaviour

Ability to distinguish POIs  Stability for a POI across days

Pressure Very small gradual drift, no sudden change

Magnetometer No gradual drift, can suffer with sudden drift
due to presence of strong nearby magnetic objects
Temperature Small - medium gradual drift
Relative humidity ~Small - medium gradual drift
Sound Sudden drift due large sudden noise

Good Poor

Moderate - Good Good

Moderate Moderate
Moderate Low

Low Moderate - Low

A

T T T
1200 1400 16:00 1800 1200 1400 1600

Time Time

(a) Magnetic field strength ~ (b) Ambient pressure

(c) Ambient temperature

T T T T T T T
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Time Time

(d) Relative humidity

Figure 4: Raw ambient sensor readings over time for the ground truth described in Table 2.

highest at Sin, = 0.5, however the precision is very low at this
threshold. This is due to the fact that with a low covariance
threshold, the opportunity of wrongly detecting the change
of the surrounding environment as a POI, increases. This re-
sults in the decrease of the precision value. The best overall
performance is achieved for 1.5 < Sy, < 2.5, after that both
precision and recall decrease. Hence, we select Sy, = 2.0 for
all other experiments.

3.3 Phase 2: Is it a newly visited place/POI?

In the second phase, RTPOI determines whether the de-
tected POI in the first phase is newly visited or has been
visited by the user earlier. One of the novelties of our algo-
rithm is that it treats the newly visited places as anomalies
with respect to the place data stored in the knowledge base.
We use an existing anomaly detection technique, called so-
lation forest (see below), since it is efficient for high dimen-
sion data and has linear time complexity and low memory
requirement [27]. The isolation forest technique and the pro-
cedure for selecting the features and detecting the anomalies
are described in the following paragraphs.

Isolation forest anomaly detection.

Most existing anomaly detection technique detect anoma-
lies by creating profiles for normal data points. However,
Isolation Forest or iForest explicitly isolate the anomalies
rather than profiling the normal data points. As described
in [27], it works on the principle that the anomalies are "few
and different’ compared to the normal data points and are
more susceptible to isolation. Thus, if a tree structure is
created for every single data instance, the anomalies will be
isolated closer to the root of the tree, thus having smaller
path lengths compared to the normal instances. iForest cre-
ates a set of such trees called Isolation Tree or iTree for the
entire data set. The anomalies are those which have small
average path lengths across the set of iTrees. The algorithm
has two parameters: i) the number the trees and ii) the sub-
sampling size. As demonstrated in [27], iForest’s anomaly
detection performance converges very quickly with a very
small number of trees.

Feature selection, learning and anomaly detection.
Note that isolation forests do not consider the time de-
pendencies of the data points which naturally exists in our
sensor data. For example, if a sensor record at time stamp
t is detected by the algorithm as an anomaly (i.e. a NEW-

PLACE) with respect to the training data in the knowledge
base, the sensor record at the next time stamp (t+ 1) should
also be an anomaly or NEWPLACE, assuming the sampling
frequency of collecting the sensor data is not very large.
To incorporate this time dependency, we select the sensor
record at time t and time (¢ + 1) as features to train the
isolation forest model. Formally, each training record (r) in
the knowledge base is defined in the following way:

r =< 8¢, S8t—1 > (2)

where s; and s;_1 are the multimodal ambient sensor records
(as defined in section 3.1) at time ¢ and time ¢ — 1, re-
spectively. Our initial experiments showed that the per-
formance of the algorithm does not improve by increasing
the lags further, for example considering each record r as
r =< St,8t—1,8t—2,....8t—m > With m lags, where m is a
positive integer.

During the learning or training phase (both offline and
online training), the isolation forest model is trained using
the training POI data stored in the knowledge base. This
produces anomaly scores for all the sensor records stored in
the knowledge base. The sensor records with anomaly scores
greater than ay, are then considered as anomalies.

To select a¢p, we compute the mean and standard devia-
tion of the anomaly scores of the training records and plot
the corresponding Gaussian curve. We use quantile func-
tion which is the inverse cumulative distribution function
that returns the minimum value of anomaly score among
all the anomaly scores whose c.d.f exceeds the probability
p > 0.999. We chose a very high probability region to cover
almost all the data points since we know that all the sen-
sor records stored in the knowledge base are collected at
the known POlIs and they should be regarded as normal in-
stances rather than anomalies or new POlIs.

During online detection of POIs (testing phase), the sensor
records in the current window are arranged as per equation
2 and input to the isolation forest anomaly detection tech-
nique which computes an anomaly score for each of the sen-
sor records. If the anomaly score of a sensor record is greater
than a.p, RTPOI labels the record with the constant NEW-
PLACE ,otherwise it goes to Phase 3 to label the record
with a name of the previously visited POIs stored in the
knowledge base.

3.4 Phase 3: Labelling a known POI

In Phase 2 if a sensor record in the current window has not



been labelled as NEWPLACE, we assume that the record
must have been obtained from one of the existing POIs in
the knowledge base K, previously visited by the user. In
that case, we implement a kNN algorithm to find the best
possible match of the current sensor record with the labelled
place records in K. We use 10-nearest neighbour since RT-
POI performs effectively with that value as seen in our initial
experiments. Euclidean distance has been used to compute
the similarity between the current sensor record and the
place records in the knowledge base. The smaller the dis-
tance is, the more similar are the two records. We scale both
the training and test data between 0 to 1 before implement-
ing the kNN algorithm to normalise the ranges of the sensor
features so that the distance computation is not affected by
features with varying ranges. The final POI name for the
sensor record is obtained according to a majority vote of the
10-nearest neighbour algorithm.

3.5 Computing the final probability of POIs

At the end of phase 3, each sensor record S; in the current
window of size w has a POI name either as NEWPLACE or
as obtained from the 10-nearest neighbor algorithm. The
final probability of a POI named ‘L’ is given by counting
the number of records in the current window labelled as ‘L,
divided by the number of observations (w) in that window.
For the current window, the labelled places are ranked in
descending order of their probabilities and ranked. For online
or cold-start learning, the sensor data for a NEWPLACE
will be automatically added to the knowledge base with the
user given place name so that the system can recognise the
POI subsequently.

4. EXPERIMENTAL EVALUATION

We have evaluated our algorithm on a real user’s data
collected for a selection of times during a three month pe-
riod. Publicly available datasets such as [2, 6] generally do
not contain ground-truth of user POIs. In addition, ambi-
ent sensors such as pressure, temperature and relative hu-
midity sensors are only recently available for specific smart-
phone models such as Samsung Galaxy S4. These limita-
tions led us to collect our own data using an Android ap-
plication [5] on an Android mobile phone (Samsung Galaxy
S4). The collected data was sampled every 10 seconds for
20 days (consisting of 44,303 records) at our university cam-
pus and other places such as tram stops, train stations and
food courts. The university is located near the city’s centre
and has densely populated nearby buildings. The user car-
ried the smartphone naturally while visiting different indoor
or outdoor places during the day such as user’s office room,
meeting room, computer lab, seminar rooms, outdoor cafete-
ria, food-court, tram stops and train stations. We evaluated
the performance of our algorithm for both offline and online
learning.

The user manually recorded the ground truth time by en-
tering a POI and its name. The user’s annotations created
a ground truth dataset where each record contains a POI
ID (or name), address and the time entered into that POL.
While validating the result, for each record in the ground
truth data set we check if the ground truth time lies within
the time windows of any record in the result set. Since the
user manually recorded the time, there is a small possibility
of entry errors in the time annotations. We allow an error
time of 3 mins to handle these situations.

4.1 Baseline techniques

We compare the performance RTPOI against against two
POI search services, Foursquare venue search [1] and the
Google near-by place search, widely used in LBSN applica-
tions. These baseline techniques, however, do not support
automatic POI detection and require manual initiation. For
automatic POI detection, we use the first phase of RTPOI to
detect a POI in real time. Once a place has been detected,
the baseline techniques were then applied to the mean of
the GPS observations in the current window to retrieve and
rank the POIs. The POlIs stored in the RTPOI’s knowledge
base (as shown in Table 3) were also found in the Foursquare
or Google’s place databases, but only at the building level.
Hence we could compare their performance against RTPOI
only at building level accuracy. All other POIs retrieved by
calling Foursquare venue search API or Google near-by place
search API, which were not in RTPOI’s knowledge base,
were treated as NEWPLACE.

The Google near-by place search provides two types of
near-by POI search. One version retrieves and ranks the
POIs based on the distance from the current geographic lo-
cation. Some additional parameters, such as POI types can
be provided to this API to refine the search. The other ver-
sion considers parameters such as POI popularity, number of
other users’ visits, along with the user’s current geographic
location to rank the near-by POIs. Using the second ver-
sion, no meaningful POIs were retrieved that corresponded
to the user’s routinely visited places in RTPOI’s knowledge
base. Hence we use the first version of the place search API
with the Google place types as university or cafe or food as
parameters; since only those place types were available.

We also compare our algorithm against our own con-
structed baseline techniques - a random ranking algorithm
and a Distance-based ranking algorithm. In case of ran-
dom ranking method, once the user is detected to be in
a place, the algorithm makes three consecutive random
guesses about the name of the POI from the set of the POIs
stored the knowledge base (K) or as NEWPLACE. There-
fore, if there are m number of POIs stored in K, then the
probability of selecting a particular POI at rank 1 is ﬁ“

Similar to the Google’s rank-by-distance place search [4],
the Distance-based ranking algorithm ranks the POIs based
on their distance from the user’s current geographic location,
the mean latitude-longitude of the observations in the cur-
rent window. However, here we create our own POI database
at building levels using Google Maps [3] from the POIs
stored in the knowledge base. This is to ensure that all the
visited POIs in RTPOI’s knowledge base are also in the POI
database.

4.2 Evaluation Metrics

We evaluate the performance of the proposed algorithm
and the baseline techniques in retrieving the user’s true POIs
within the top 1, top 2 and top 3 retrieved places. The per-
formance has been measured in terms of precision, recall and
F1 score which are as follows: Precision = TP/(TP+ FP),
Recall =TP/(TP+ FN) and F1 =2 x %%. In
this context, TP (True Positive) means the number of re-
trieved POIs which are in the ground truth, FP (False Pos-
itive) means the number of retrieved POIs which are not in
the ground truth and FN (False Negative) means the num-
ber of ground truth POIs which are not retrieved.



4.3 Discussion

RTPOI has three phases: 1) detecting a place, 2) recogniz-
ing a new place, and 3) labelling or identifying an old place.
We compute the precision, recall and F1 score for each phase
to understand their performance. Below we discuss the re-
sults for both offline and online (cold-start) learning of our
algorithm. The algorithm runs over a sliding window of size
w = 20 observations and Sy, has been kept as 2.0.

4.3.1 Offline learning

In case of offline learning, the initial 5 days of data con-
sisting of 8,636 sensor records have been stored in the knowl-
edge base acting as the training set. The remaining 15 days
of data (35,667 records) have been used for testing. Each
day of test data contains different place data, as defined in
the section 3.1, as well as data reflecting the user’s transi-
tion path from one POI to another. The POlIs in the test
data are either known places which are in the knowledge
base or newly visited places by the user. Table 3 describes
the seven different POIs stored in the knowledge base. Note
that, three different POIs are located at the same building
(Building 1) at different rooms at the university. Among
them, the user’s office and meeting room 1 are located on
the sixth and seventh floors whereas the seminar room is lo-
cated at the tenth floor. The cafeteria is an outdoor POI in
the ground floor of Building 2 which is adjacent (within 20
meters) to the user’s office building. The POIs E and F are
located in different buildings within the university campus.
They are nearby (within 300 meters) to Building 1, but not
adjacent. POI G is a train station located in the central busi-
ness district which is approximately 1.5 km away from the
campus. The ground-truth dataset contains 79 records cor-
responding to the user’s visits at different known and newly
visited POIs. Among these, 22 visits are at some new places
which are not in the knowledge base and the rest are at the
known places, with a probability of visiting a new POI of
27.8%.

Table 3: User’s POls stored in the knowledge base for offline
learning. The user spent of the time in office room POI A.

POI Purpose Floor Building # of visits
A User’s office Level 6 Building 1 13
B Meeting room  level 7 Building 1 2
C Cafeteria Ground floor Building 2 4
D Seminar room level 10 Building 1 1
E Admin office level 4 Building 3 1
F Admin office Ground floor Building 4 1
G Train station ~ Ground floor Building 5 1

Table 4 describes the performance of RTPOI to identify
the user’s true POls at room level accuracy at different rank
cut-offs of the retrieved lists of POIs. Note that, the place
detection (Phase 1) performance is independent of the rank
cut-offs. The place detection stage of our algorithm achieves
a high recall of 94.9%, which means it can detect 94.9% of
the POIs which are in the ground truth dataset. However, it
has a low precision as it detects many other POIs which are
not in the ground truth. This is because, the test dataset
contains not only the data representing the visited POls,
but also the sensor records representing the transition paths
from one POI to another. This includes the user’s data col-
lected in tram, train, or car. Many additional POIs have
been detected by RTPOI, such as waiting at traffic signals
or at tram-stops, which are not included in the user’s ground

Table 4: Performance of the three phases of RT'POI to iden-
tify true POIs at room level accuracy at different rank cut-
offs (offline learning).

Phase Rank cut-off Precision Recall F1 score
Phase 1: Is it a POI? 0.610 0.949 0.743
top 1 0.429  0.353  0.387
Phase 2: Is it a new POI? top 2 0.714  0.714 0.714
top 3 0.792 0.864 0.826
top 1 0.689  0.544  0.608
Phase 3: Which POI? top 2 0.809  0.667 0.731
top 3 0.875 0.737 0.800
Overall performance top 3 0.813 0.772 0.792

truth. However, with an ideal ground truth annotation, we
can expect a much improved precision for this stage.

Table 4 describes the performance of RTPOI to identify
new POIs (Phase 2) and recognizing the known POIs (Phase
3) in our data set. The proposed algorithm achieves high
precision (79.2%), recall (86.4%) and F1 score (82.6%) in
terms of detecting a new POI within the top 3 positions.
Recognizing the known POIs within the top 2 and top 3
positions, the algorithm achieves high precision (above 80%)
with F1 scores of 73.1% and 80%, respectively.

4.3.2  Online or cold-start learning

We also perform experiments to anaylse the performance
of RTPOI when POIs are learned online with a cold-start
approach. In this case, we assume that initially no data is
stored in the knowledge base. As the user visits different
POls, the sensor records for those POls are gradually added
to the knowledge base, if they are newly visited. Otherwise,
the algorithm recognises the POIs based on the data stored
in the knowledge base so far. Therefore, for online learning,
the entire 20 days of data consisting of 44,303 sensor records
are used for testing.

Table 5 describes the overall performance of the three
phases of RTPOI for online learning. The performance is
computed to identify the true POIs at room level accuracy
within the top 3 positions. The POI detection phase (Phase
1) achieves a high recall of 89.4%, but a moderate preci-
sion of 60.4%, since many stops in the user’s transition path
(e.g waiting at traffic signals, trams stops) which are not
in the ground truth dataset, are also retrieved by our al-
gorithm. The new POI detection phase (Phase 2) achieves
a very high recall of 92.3%, which means most of the new
POIs in the ground truth dataset are detected by our al-
gorithm. However, it achieves a low precision of 50% with
cold-start approach compared to a high precision of approx-
imately 80% when learning offline. This is because, initially,
the algorithm does not have enough training data in the
knowledge base to obtain accurate clusters of data points
for the known POIs. Therefore, some known (previously vis-
ited) POIs have been recognized as new POIs (or anomalies)
producing high false positives and hence low precision. For
the same reason, comparing Table 4 and 5, the performance
of Phase 8 to recognise the known POIs is also poor for
cold-start approach than when learned offline. However, the
performance can be expected to improve gradually as more
POls are visited and added to the knowledge base.

To analyse the gradual performance of RTPOI, we com-
pute the individual day’s performance in terms of accuracy
starting from day 1 to day 20. For a single day, the preci-
sion, recall or F'1 score may have unrealistic values if there
is no new (or known) POI visited by the user for that day.
For example, initially, on day 1, as there is no ground truth



Table 5: Performance of the three phases of RTPOI to iden-
tify true POIs at room level within the top 3 positions for
online learning.

Phase Precision Recall F1 score
Phase 1: Is it a POI? 0.604 0.894 0.721
Phase 2: Is it a new POI?  0.500  0.923  0.649
Phase 3: Which POI? 0.791  0.609 0.688

records for the known POIs stored in the knowledge base,
the known POI recognition phase (Phase &) will produce
unrealistic values for those metrics. Similarly, for the days
when the user visits only the known POlIs, the new POI de-
tection phase (Phase 2) will produce unrealistic precision,
recall or F1 score values since the number of True Nega-
tives are not considered in those metrics. On the contrary,
accuracy is measured, considering both True Positives and
True Negatives, as (TP +TN)/(TP + FP + TN + FN);
where TP, TN, FP, FN are the number of True Positives,
False Positives, True Negatives and False Negatives, respec-
tively. Figure 6 describes the accuracy of the algorithm for
each day for the newly visited and known POI recognition.
The blue straight lines are the computed regression lines for
those accuracy values showing the general trends in the re-
sults. As expected, the algorithm’s accuracy progressively
improves over the days for new POI detection (Phase 2) as
more data are added to the knowledge base. For known POI
recognition (Phase 3), the accuracy is slightly expected to
be improved over days, but not as much as for new POI de-
tection. Specifically, the accuracy values are surprisingly low
for known POI recognition on day 19 and day 20. Analysing
the reason behind this, we find that the user’s office room
produced a significantly large magnetic field strength (more
than 700 pT" for day 19 and approximately 150 pT" for day
20) compared to the median value of 54.17 pT for those days.
This could be due to placement of the phone adjacent to the
user’s key or some other materials which suddenly raised
the surrounding magnetic field. As a result, RTPOI was not
able to correctly recognise the POI, thus obtaining lower ac-
curacy. Such sudden drifts might be handled by imposing a
weighted confidence on the outcomes of individual sensors.
For example, although the magnetic field strength at user’s
office room suddenly increases on those days, the temper-
ature and barometric pressure remain the same. Therefore,
putting more weight on these sensors might help to eliminate
the drifts in magnetic field strength. We plan to investigate
this in future work.

New POI detection (rank cut-off 3) Known POI recognition (rank cut-off 3)
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Figure 6: The gradual performance of RTPOI over days with
a cold-start approach. The blue straight lines are the regres-
sion lines showing the general improvements in accuracy.

4.3.3 RTPOI vs. the baseline techniques

We compare the overall performance of RTPOI, using of-

fline learning, against the Random Ranking algorithm as
a baseline to recognize the POIs accurately at room level
accuracy. The performance of Random Ranking algorithm
is computed as the average of 10 runs. The Foursquare,
Google’s Place and our own constructed POI database for
Distance-based ranking algorithm contain the POIs of our
university only at the building levels. Hence, we could com-
pare only the building level performance of RTPOI against
these baseline techniques. Note that since there are only five
buildings stored in the knowledge base, hence Random Rank-
ing algorithm can easily guess the correct POI at building
level and may look artificially better than other techniques
such as Distance-based ranking. However, as more new build-
ings will be visited and added to the knowledge base, the
performance of random algorithm will suffer. Hence we did
not compare the building level performance of this algorithm
against the other techniques.

Table 6 describes the performance of RTPOI against the
Random Ranking algorithm in recognizing the user’s POIs
at room level accuracy. RTPOI clearly outperforms the base-
line technique in terms of all the performance metrics for all
rank cut-offs. Our algorithm achieves a room level improve-
ment, in terms of F1 score, of approximately 36% and 40%
in recognizing the user’s true POIs at the top 1 and within
the top 3 positions, respectively. The room level performance
of RTPOI and the Random Ranking algorithm in terms of
precision@1 are 52.9% and (13.6 + 3)%, respectively.

Table 6: Overall performance of RTPOI with offline learn-
ing, vs. Random Rank baseline technique to identify true
POIs at room level accuracy at different rank cut-offs

Rank cut-off ~ Precision Recall F1 score
top 1 0.136 £ 0.03 0.125+0.03 0.136 £ 0.03

Random Ranking top 2 0.295 £ 0.06 0.279 £0.06 0.282 + 0.06

top 3 0.408 £ 0.04 0.387 +0.04 0.397 £ 0.04

Algorithm

top 1 0.529 0.468 0.497
RTPOI top 2 0.716 0.671 0.693
top 3 0.813 0.772 0.792

Figure 7 summarises the overall performance of RTPOI
(with offline learning) and the baseline techniques in rec-
ognizing the user’s POIs at building level accuracy. The
Foursquare venue search has poor performance compared to
Google Place Search and RTPOI in recognizing and retriev-
ing user’s POIs at the first position of the ranked places. The
precision@1 and precision @3 of RTPOI are 60% whereas
the same for Foursquare venue search is only 27.4% and
Google Place Search is 42.6%. Out algorithm achieves a pre-
cision @3 of 85.3% and recall @3 of 81%. This result suggests
that RTPOI can be a better option compared to the exist-
ing techniques for automatic place check-ins in LBSNs. It is
interesting to see that Google place search has better perfor-
mance than Foursquare venue search with our dataset, al-
though all the old places visited by the user also exist in the
Foursquare database. This could be due to the consideration
of additional parameters such as place types by Google rank
by distance place search technique in retrieving and rank-
ing the near-by POIs. The baseline Distance based ranking
technique has the poorest performance compared to all other
techniques at rank cut-off 1 with a precision @1 as 17.3%.
The performance, however, improves for rank cut-off 2 and
3 since there are only five buildings in the POI database.
However, with the increase of the number POls, we can ex-
pect much lower performance of this technique compared to



the proposed algorithm.

We also compute the time performance of RTPOI in terms
of latency in recognizing POIs. For each ground truth POI
detected by the algorithm, the latency is computed as the
time difference between the detected time and the corre-
sponding ground truth arrival time. The mean and median
value of latency for all the detected POIs are 1.16 and 0.733
minutes, respectively. This reflects RTPOI can detect most
of the POIs in near real time, within 1 minute.
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Figure 7: Precision (P@Qk), recall (R@Qk) and F1 score (F1@Qk)
of RTPOI and the baseline techniques to accurately identify
user’s true POls at building level accuracy within the top k
retrieved places. RTPOI outperforms the baseline techniques
for all rank cut-offs.

5. RELATED WORK

A set of existing works rely on GSM or GPS based lo-
calization to extract significant places from user trajectories
[8, 7, 28, 34, 13, 10, 32, 11]. These methods typically work
offline and can extract POIs at a much coarser level, for
example at the level of a building or a region.

Another set of literature use fingerprinting based tech-
nique to learn places more accurately in real time. Tradi-
tionally these methods use cell towers, RFID or Wi-Fi ac-
cess points. For example, Laasonen et al. [24] proposed to
learn significant places based on the currently connected cell
towers. They clustered the cell towers offline and identified
the clusters as places with a time duration greater than a
threshold value. In [23], Krumm et al. inferred the tran-
sition of states from ”still” to "moving”, by examining the
variance of the strongest Wi-Fi access points and using an
HMM based model. BeaconPrint [20] and PlaceSense [21] al-
gorithms were proposed to automaically learn places in real
time by continuously monitoring the radio environment to
look for new beacons around a mobile device. Kim et al. used
a combination of Wi-Fi, accelerometer and GPS data to pre-
dict a user’s places, movements and paths, respectively [22].
In [12], Brouwers et al. performed a comparative study us-
ing GPS, Wi-Fi and Geolocation sensors to detect a mobile
user’s dwelling location in an urban canyon.

There are some recent works which also explore motion,
sound, light or camera sensors available in modern smart-
phones to fingerprint a place. Our proposed method can
be considered as a fingerprinting approach. However, un-
like the existing approaches, our technique does not rely on
GPS, GSM or Wi-Fi based localization. Some recent stud-
ies such as Chung et al. [15] have proposed magnetic field-
based fingerprinting technique for accurate indoor localiza-
tion, achieving =~ 1 m accuracy without using GPS or Wi-Fi.
However, unlike these methods, we use everyday smartphone
sensors rather than dedicated sensors to fingerprint a place
at room level accuracy. SurroundSense algorithm has been

proposed in [9] to identify a user’s place at room level ac-
curacy using ambient fingerprinting. Light, color, sound, ac-
celerometer and Wi-Fi data were used to fingerprint a POI.
The LifeMap system was proposed by Chon et al[14] to iden-
tify a user’s POI using inertial sensors, Wi-Fi access points
and GPS or cell tower based locations at room level accu-
racy. Recently, Ficco et al. has proposed a hybrid system to
infer a user’s position by combining signal strength based
fingerprinting technique for indoor positioning and oppor-
tunistically switching to GPS for outdoor environments [17].
However, this technique still relies on local indoor infras-
tructure to support Wi-Fi based fingerprinting, which may
not be available everywhere. Our work is closely related to
[9, 14] as we also discover and learn visited places in real
time at room level accuracy. However, we use new ambient
smartphone sensors such as temperature, pressure and rel-
ative humidity. In addition, our algorithm does not rely on
GPS or Wi-Fi based localization to recognize POIs in real
time.

Another set of existing works aim to map a user’s geo-
graphic location (latitude and longitude) to a POI for place
check-ins in LBSNs such as Foursquare. These techniques
explored additional knowledge about the POIs (such as POI
popularities) and other users’ check-in behaviours to predict
user POIs in real time [25, 26, 31]. Recently, a system called
CheckInside was proposed to identify a user’s POI by op-
portunistically crowd-sensing the mobile sensors data during
users’ check-in operations and using the knowledge already
stored in current LBSNs such as popularities of POIs [16].
Our algorithm can be extended to use for personalized place
check-ins in location based social networks without requiring
additional knowledge about users or POlIs.

6. CONCLUSION

In this paper, we have described a novel algorithm, RT-
POI, to automatically detect and predict a user’s POI in real
time using lightweight ambient smartphone sensors. With-
out using any energy-hungry localization sensors such as
GPS or Wi-Fi, our proposed algorithm can detect a user’s
visit to a POI in real time within approximately 1 minute.
It can also identify a new POI or can recognise a known
POI by finding the best match from its knowledge base of
visited POIs. Our evaluation shows that our algorithm can
recognize a user’s true POI within the top 3 retrieved loca-
tions with an F1 score of 79.2% for room level prediction
and more than 83% for building level prediction. It also
outperforms existing techniques such as Foursquare venue
search and Google Place Search and other competitive base-
line techniques.

RTPOI recognizes previously visited POIs by finding the
best match of the surrounding environment from its knowl-
edge base of visited POIs. However, in real life, the ambient
environment of a POI may change over time, thus causing
a change in the concept that describes the POI. For exam-
ple, the temperature of a POI can be different in summer
and winter or the magnetic field strength of a POI can vary
due to the addition of electronic instruments. Thus, the sen-
sor data representing the POlIs in the knowledge base might
need to be changed periodically to work in a changed envi-
ronment. RTPOI does not consider these changes yet and
they are an interesting area for future research.
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