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ABSTRACT

In this paper we investigate how to improve propagation-
based finite domain constraint solving by making use of the
constraint graph to choose propagators to execute in a better
order. If the constraint graph is not too densely connected
we can build an underlying tree of bi-connected components,
and use this to order the choice of propagator. Our exper-
iments show that there exist problems where handling bi-
connected components can substantially improve the prop-
agation performance.

Categories and Subject Descriptors

D.3.2 [Programming Languages]: Language Classfica-
tions— Constraint and logic langauges; D.3.3 [Programming

Languages|: Language Constructs and Features— Constraints
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1. INTRODUCTION

Finite domain constraint propagation tackles constrained
satisfaction and optimization by interleaving constraint prop-
agation, which removes impossible values from the domains
of variables, with search. The constraint propagation step
is a fixpoint computation, which continually applies propa-
gators until no further changes in domains result. In this
paper we investigate how to improve the calculation of this
fixpoint when the constraint graph is not highly connected.
A full version of the paper is available [1].

FEzample 1. Consider a system of constraints e; = 41 =
z; + 1,0 < i < n, where the initial domain of each variable
z; is {0,...,2n}. Using a FIFO based propagation queue
this requires O(n?) executions to reach a fixpoint. Similarly
for a LIFO based propagation queue. But if we propagate in
order e1,e2,...,€n—1,€n—1,...,€2,e1 we require only O(n)
steps to reach the same fixpoint.
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What is so special about the good order of propagation in
the above example? The reason is that the constraint graph
is a tree and the order corresponds to an in-order traversal of
the tree. In general though constraint graphs are not trees,
they are highly connected, so how can we take advantage
of this. The principal idea of this work is to decompose
the constraint graph into bi-connected components and then
apply the in-order propagation strategy on the tree of bi-
connected components.

2. OUR APPROACH

A constraint satisfaction problem (CSP) consists of a set
of variables v € V, each with a domain of possible values
D(v), and a set of constraints ¢ € C, where vars(c) C V.
Constraint propagation solves constraint satisfaction prob-
lems by repeatedly executing propagators for each constraint
to remove values from the domains of its variables that can-
not take part in a solution (see e.g. [2]). In this paper we
investigate how to order the choice of which propagator to
execute next by taking into account the constraint graph.

Ezample 2. The SEND+MORE=MONEY problem en-
coded using carry variables is expressed as D(S) = S(M) =
[1..9], D(E)=D(N)=D(D)=D(O)=D(R)=D(Y) =
[0 . 9] D(Cl) = D(Cz) = D(Cg) = D(C4) = [0 . 1] e =
D+E=Y+10><C1,€QEC1+N+R:E+10XCQ,
e3s=Co+E+0O = N+10><Cg, es =C3+S+M=0+10x
Cy4, es = C4y = M, and alldifferent([S,E,N,D,M,O,R,Y]).
Figure 1(a) shows the constraint graph for the linear con-
straints.

Clearly propagation only occurs through connectedness in
the constraint graph. A propagator for constraint ¢ can only
update the domains of variables in vars(c), which can only
wake propagators for constraints involving these changed
variables. Hence the constraint graph gives us a basis for
selecting propagators.

The idea of our approach is to schedule the propagators
according to an in-order traversal of the tree of bi-connected
components of the constraint graph. We will compute a
fixpoint of the propagators in each BCC before continuing
with the next BCC in the traversal.

Given a graph G = (N, E), a subset S of the nodes N
is a bi-connected component (BCC) if S is a maximal set
of nodes that are connected in each graph G(n) = (N —
{n},E —{(n,n’') | n" € N}) for each n € N. A node n that
occurs in two bi-connected components is called a cut node.
Algorithms for determining bi-connected components [3] are



Figure 1: (a) Constraint graph for linear constraints of SEND+MORE=MONEY, (b) tree decomposition of

bi-connected components.

based on a depth-first traversal of the graph G and require
O(|N| + |E|) time.

A graph G is a tree iff each node forms a unique bi-
connected component, or equivalently there are no cycles.
The bi-connected component tree B(G) of a graph G =
(Ng, Eq) is defined as follows. Let Ng = {S | S is a
bi-connected component of G} the BCCs of G and N¢ =
{n|neSiAne€SsA{S1,S2} C Ns} the cut nodes. Then
the nodes of B(G) are Ns U N¢, and the edges are E =
{(S1,52) | I(n1,n2) € Eg,n1 € S1 — Ng,n2 € S — Nc} U
{(n,S) | I(n,n1) € Eg,n1 € S— Nc}tU{(n,S)|neS}

Ezrample 3. Consider the constraint graph G shown in
Figure 1(a). The bi-connected components of the graph are
bl = {D}, bz = {Y}, b3 = {617E7C1762702763}7 b4 = {R}
bs = {63,0,03,64}, bg = {S}, by = {64,]\47 04,65}. Note
how (cut) nodes, such as es and es, can be in more than
one bi-connected component. The bi-connected components
form a tree B(G) as illustrated in Figure 1(b). The cut nodes
that are part of multiple bi-connected components are shown
as boxed nodes. A triple edge indicates a cut node is part
of the adjacent bi-connected component.

An in-order traversal of a tree G = (N, E) starting from
node no € N is defined as a cycle P of ordered edges eg =
(no,-),...,ezg-1 = (5n0) in E where In.e; = (,,n) A
ei+1 = (n,-),0 < i < 2|E|—1 and whenever e; = (n,n’),e; =
(n',n),0 <i< j <2|E|—1 then all other edges e adjacent to
n' appear in {e;11,...,€ej_1}. We can assign visitation num-
bers P(n) to each node n € N as follows: P(n) = {i | e; =
(n,-)}. Note that |P(n)| is the degree of n. Note that the
traversal P is cyclic so the sequence [m mod 2|E| | m > 0]
corresponds to an infinite cylic traversal of the tree.

Ezxample 4. An in-order traversal P of the tree shown
in Figure 1(b) starting from b; and traversing clockwise
(b17b3)7 (b3763)7 (637b5)7 (b5764)7 (647b6)7 (b67e4)7 (647b7)7
(b7,e4), (e,b5), (bs,es), (es,bs), (b3,ba), (ba,bs), (b3,b2),
(b2,b3), (bs,b1). The visitation numbers are P(b1) = {0},
P(b2) = {14}, P(bs) = {1,11,13,15}, P(bs) = {12}, P(es) =
{27 10}7 P(b5) = {379}7 P(bﬁ) = {5}7 P(€4) = {47678}7 and
P(b7) = {7}.

To support our approach we need to queue propagators so
they are executed in an in-order traversal. To do so we use a
min-heap of propagation queues, one for each BCC. Let t be
the traversal number assigned to the top queue in the heap.
When a propagator for a constraint is awoken it is placed in
the queue for its BCC b. If there is currently no queue for
the BCC b on the heap, an entry is added with heap weight
given by min{m | m > t A (m mod 2|E|) € P(b)}, that is
with the next traversal number for that BCC in the infinite
cycle traversal. If the constraint occurs in more than one
BCC, it is placed in the queue for the BCC b which returns
the least value using the above calculation.

Ezample 5. Consider the initial propagation for the
SEND+MORE=MONEY problem. We add each constraint

to an initially empty @, so t = 0, obtaining a heap {e1, e2, e3 }[1],

{e4}[3], {e5}[7] (showing in braces the traversal number of
each queue). Note how es is treated as part of b3, and e4
as part of bs initially. Now ¢ = 1, the top propagator e; is
executed it makes no changes, similarly for e2 and es. The
top queue is removed, we in effect move to traversal number
t = 3. We execute e4 and again nothing changes, we remove
the top queue and ¢t = 7. We execute e5 and the domain
of M and C4 change so e4 is enqueued, this time with a
traversal number of 7 (as part of b7). It is executed modi-
fying the domain of S and O. We enque e3 once more, now
with a traversal number of 9 (as part of bs). es causes no
new propagation and we are done. Now the lower priority
alldifferent constraint would be executed.

This example above does not illustrate the cycling be-
haviour. When executing say es with traversal number 15
(part of b3) then if e4 were enqueued it would use traversal
number 19 (19 mod 16 = 3) as part of bs.

We compared performance of our approach to the usual
FIFO queuing approach on chain examples like Example 1,
and examples with star shaped constraint graphs with mul-
tiple arms from a single centre joining small BCCs at the
end and the center. The number of propagations required
to solve these problems reduces by 1 or two orders of magni-
tude. For sufficiently large examples the time savings caused
by less propagations easily pay for the costs of calculating
BCCs and traversal numbers (see [1] for details). Note our
approach uses O(log|Ns|) time in the worst case to enque
and deque rather than O(1).

Obviously the benchmarks we use are quite artificial, but
there do exist classes of constraint problems with loosely
connected constraints graphs, for example in test genera-
tion. We need to investigate more practical classes of prob-
lem for our approach. The approach can be extended to
dynamically recalculate BCCs as the search progresses since
ground variables and redundant constraints effectively dis-
appear from the graph. We need to balance the overhead
of recalculation against the advantages of less propagations.
The dynamic version is potentially applicable to all CSPs.
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