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Abstract. Finite domain propagation solving, the basis of constraint
programming (CP) solvers, allows building very high-level models of
problems, and using highly specific inference encapsulated in complex
global constraints, as well as programming the search for solutions to
take into account problem structure. Boolean satisfiability (SAT) solving
allows the construction of a graph of inferences made in order to deter-
mine and record effective nogoods which prevent the searching of similar
parts of the problem, as well as the determination of those variables
which form a tightly connected hard part of the problem, thus allow-
ing highly effective automatic search strategies concentrating on these
hard parts. Lazy clause generation is a hybrid of CP and SAT solving
that combines the strengths of the two approaches. It provides state-of-
the-art solutions for a number of hard combinatorial optimization and
satisfaction problems. In this invited talk we explain lazy clause gener-
ation, and explore some of the many design choices in building such a
hybrid system, we also discuss how to further incorporate mixed integer
programming (MIP) solving to see if we can also inherit its advantages
in combinatorial optimization.

1 Introduction

Propagation is an essential aspect of finite domain constraint solving which tack-
les hard combinatorial problems by interleaving search and restriction of the pos-
sible values of variables (propagation). The propagators that make up the core
of a finite domain propagation engine represent trade-offs between the speed of
inference of information versus the strength of the information inferred. Good
propagators represent a good trade-off at least for some problem classes. The
success of finite domain propagation in solving hard combinatorial problems
arises from these good trade-offs, and programmable search, and has defined the
success of constraint programming (CP).

Boolean Satisfiability (SAT) solvers have recently become remarkably pow-
erful principally through the combination of: efficient engineering techniques
for implementing inference (unit propagation) using watched literals, effective
methods for generating and recording nogoods which prevent making a set of
decisions which has already proven to be unhelpful (in particular 1UIP nogoods),



and efficient search heuristics which concentrate on the hard parts of the prob-
lem combined with restarting to escape from early commitment to choices. These
changes, all effectively captured in Chaff [1], have made SAT solvers able to solve
problems orders of magnitude larger than previously possible.

Can we combine these two techniques in a way that inherits the strengths of
each, and avoids their weaknesses. Lazy clause generation [2, 3] is a hybridization
of the two approaches that attempts to do this. The core of lazy clause generation
is simple enough, we examine a propagation based solver and understand its
actions as applying to an underlying set of Boolean variables representing the
integer (and set of integer) variables of the CP model.

In this invited talk we will first introduce the basic theoretical concepts that
underlie lazy clause generation. We discuss the relationship of lazy clause gen-
eration to SAT modulo theories [4]. We then explore the difficulties that arise
in the simple theoretical hybrid, and examine design choices that ameliorate
some of these difficulties. We discuss how complex global constraints interact
with lazy clause generation. We then examine some of the remaining challenges
for lazy clause generation: incorporating the advantages of mixed integer pro-
gramming (MIP) solving, and building hybrid adaptive search strategies. The
remainder of this short paper will simply introduce the basic concepts of lazy
clause generation.

2 Lazy Clause Generation by Example

The core of lazy clause generation is fairly straightforward to explain. An integer
variable x with initial domain [ l .. u ] is represented by two sets of Boolean vari-
ables [[x ≤ d]], l ≤ d < u and [[x = d]], l ≤ d ≤ u. The meaning of each Boolean
variable [[c]] is just the condition c. In order to prevent meaningless assignments
to these Boolean variables we add clauses that define the conditions that relate
them.

[[x ≤ d]]→ [[x ≤ d + 1]], l ≤ d ≤ u− 2

[[x = d]]→ [[x ≤ d]], l ≤ d ≤ u− 1

[[x = d]]→ ¬[[x ≤ d− 1]], l < d ≤ u

[[x ≤ d]] ∧ ¬[[x ≤ d− 1]]→ [[x = d]], l < d ≤ u− 1

[[x ≤ l]]→ [[x = l]]

¬[[x ≤ u− 1]]→ [[x = u]]

Each Boolean variable encodes a domain change on the variable x. Setting
[[x = d]] true sets variable x to d. Setting [[x = d]] false excludes the value d from
the domain of x. Setting [[x ≤ d]] true creates an upper bound d on the variable
x. Setting [[x ≤ d]] false creates a lower bound d + 1 on the variable x. We can
hence mimic all domain changes using the Boolean variables. More importantly
we can record the behaviour of a finite domain propagator using clauses over
these variables.
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Consider the usual bounds propagator for the constraint x = y × z (see
e.g. [5]). Suppose the domain of x is [−10 .. 10 ], y is [ 2 .. 10 ] and z is [ 3 .. 10 ].
The bounds propagator determines that the lower bound of x should be 6. In
doing so it only made use of the lower bounds of y and z. We can record this as
a clause c1

(c1) : ¬[[y ≤ 1]] ∧ ¬[[z ≤ 2]]→ ¬[[x ≤ 5]]

It also determines the upper bound of z is 5 using the upper bound of x and the
lower bound of y, and similarly the upper bound of y is 3. These can be recorded
as

(c2) : [[x ≤ 10]] ∧ ¬[[y ≤ 1]]→ [[z ≤ 5]]
(c3) : [[x ≤ 10]] ∧ ¬[[z ≤ 2]]→ [[y ≤ 3]]

Similarly if the domain of x is [−10 .. 10 ], y is [−2 .. 3 ] and z is [−3 .. 3 ],
the bounds propagator determines that the upper bound of x is 9. In doing so
it made use of both the upper and lower bounds of y and z. We can record this
as a clause

¬[[y ≤ −3]] ∧ [[y ≤ 3]] ∧ ¬[[z ≤ −4]] ∧ [[z ≤ 3]]→ [[x ≤ 9]]

In fact we could strengthen this explanation since the upper bound of x will
remain 4 even if the lower bound of z was −4, or if the lower bound of y were
−3. So we could validly record a stronger explanation of the propagation as

¬[[y ≤ −3]] ∧ [[y ≤ 3]] ∧ ¬[[z ≤ −5]] ∧ [[z ≤ 3]]→ [[x ≤ 9]]

or
¬[[y ≤ −4]] ∧ [[y ≤ 3]] ∧ ¬[[z ≤ −4]] ∧ [[z ≤ 3]]→ [[x ≤ 9]]

In a lazy clause generation system every time a propagator determines a
domain change of a variable it records a clause that explains the domain change.
We can understand this process as lazily creating a clausal representation of the
information encapsulated in the propagator. Recording the clausal reasons for
domain changes creates an implication graph of domain changes. When conflict is
detected (an unsatisfiable constraint) we can construct a reason for the conflict,
just as in a SAT (or SMT solver).

Suppose the domain of x is [ 6 .. 20 ], domain of y is [ 2 .. 20 ], z is [ 3 .. 10 ] and
t is [ 0 .. 20 ] and we have constraints x ≤ t, x = y× z and y ≥ 4∨ z ≥ 7. Suppose
search adds the new constraint t ≤ 10 (represented by [[t ≤ 10]]). The inequality
changes the upper bounds of x to 10 with explanation (c4) : [[t ≤ 10]]→ [[x ≤ 10]].
The multiplication changes the upper bounds of z to 5 ([[z ≤ 5]]), and y to 3
([[y ≤ 3]]) with the explanations c2 and c3 above, and the disjunctive constraint
(which is equivalent to (c5) : ¬[[y ≤ 3]] ∨ ¬[[z ≤ 6]]) makes ¬[[z ≤ 6]] true which
by the domain constraints makes (c6) : [[z ≤ 5]] → [[z ≤ 6]] unsatisfiable. The
implication graph is illustrated in Figure 1

We can explain the conflict by any cut that separates the conflict node from
the earlier parts of the graph. The first unique implication point (1UIP) cut
chooses the closest literal to the conflict where all paths from the last decision
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Fig. 1. Implication graph of propagation

to the conflict flow through that literal, and draws the cut just after this literal.
The 1UIP cut for Figure 1 is shown as the dashed line. The resulting nogood is

¬[[z ≤ 2]] ∧ ¬[[y ≤ 1]] ∧ [[x ≤ 10]]→ false

Since we are explaining conflicts completely analogously to a SAT (or SMT)
solver we can attach activities to the Boolean variables representing the inte-
ger original variables. Each Boolean variable examined during the creation of
the explanation (including those appearing in the final nogood) has their activ-
ity bumped. Every once in a while all activities counts are decreased, so that
more recent activity counts for more. This allows us to implement activity based
VSIDS search heuristic for the hybrid solver. We can also attach activity coun-
ters to clauses, which are bumped when they are involved in the explanation
process.

Since all of the clauses generated are redundant information we can at any
stage remove any of the generated clauses. This gives us the opportunity to
control the size of the clausal representation of the problem. Just as in a SAT
solver we can use clausal activities to decide which generated clauses are most
worthwhile retaining.

3 Concluding Remarks

The simple description of lazy clause generation in the previous section does
not lead to an efficient lazy clause generation solver, except for some simple
kinds of examples. In practice we need to also lazily generate the Boolean vari-
ables required to represent the original integer (and set of integer) variables. We
may also choose to either eagerly generate the explanation clauses as we exe-
cute forward propagation, or lazily generate explanations on demand during the
process of explaining a conflict. For each propagator we have to determine how
to efficiently determine explanations of each propagation, and which form the
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explanation should take. In particular for global constraints many choices arise.
Lazy clause generation also seems to reduce the need for global constraints, since
in some cases decomposition of the global constraint, together with conflict learn-
ing, seems to recapture the additional propagation that the global constraint has
over its decomposition. Decompositions of global constraints may also be more
incremental that the global, and learn more reusable nogoods. In short, lazy
clause generation requires us to revisit much of the perceived wisdom for creat-
ing finite domain propagation solvers, and indeed leads to many open questions
on the right design for a lazy clause generation solver. Experiments have shown
that for some classes of problem, such as resource constrained project schedul-
ing problems [6] and set constraint solving [7], lazy clause generation provides
state-of-the-art solutions.
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