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Abstract. Computing the margin of victory (MOV) in an Instant Runoff Voting (IRV) election is NP-hard. In an IRV election with winning candidate \( w \), the MOV defines the smallest number of cast votes that, if modified, result in the election of a candidate other than \( w \). The ability to compute such margins has significant value. Arguments over the correctness of an election outcome usually rely on the size of the electoral margin. Risk-limiting audits use the size of this margin to determine how much post-election auditing is required. We present an efficient branch-and-bound algorithm for computing exact margins that substantially improves on the current best-known approach. Although exponential in the worst case, our algorithm runs efficiently in practice, computing margins in instances that could not be solved by the current state-of-the-art in a reasonable time frame.

1 Introduction

Instant Runoff Voting (IRV) is a system of preferential voting in which voters rank candidates in order of preference. IRV is used for all parliamentary lower house elections in Australia, parliamentary elections in Fiji and Papua New Guinea, presidential elections in Ireland and Bosnia/Herzegovinia, and local elections in numerous locations world-wide, including the UK and United States [19]. Given candidates \( c_1 \), \( c_2 \), \( c_3 \), and \( c_4 \), each vote in an IRV election is a (possibly partial) ranking of these candidates. A vote with the ranking \([c_1, c_2, c_3] \) expresses a first preference for candidate \( c_1 \), a second preference for \( c_2 \), and a third for \( c_3 \). The tallying of votes proceeds by distributing each vote to its first ranked candidate. The candidate with the smallest number of votes is eliminated, with their votes redistributed to subsequent, less preferred candidates. Elimination proceeds in this fashion, until a single candidate \( w \) remains, who is declared the winner. The margin of victory (MOV) of the election is the smallest number of cast votes that must be modified (their ranking replaced with an alternate ranking) to ensure that a candidate other than \( w \) is the last candidate standing and is elected.

Exact computation of IRV electoral margins is NP-hard [22]. It is difficult to compute either the true runner-up of an IRV election, or the margin by which they lost. Disputing an election outcome, or proving that it is correct, generally requires some argument comparing the electoral margin to the precision of the process. For example, risk-limiting audits require knowledge of the MOV to determine how much auditing is required [15]. A close election, in which the MOV is small, requires more auditing than one with a large margin. As more jurisdictions move toward electronic voting or post-election digitisation of votes, software for election analysis, including MOV computation, will become increasingly important.

Automatic recounting of ballots, for example, is triggered in many jurisdictions if the last round margin (the difference between the tallies of the last two remaining candidates, divided by two and rounded up) of an IRV election falls below a threshold. The 2013 federal election for the Australian seat of Fairfax, in Queensland, for example, had a last round margin of just 4 votes, triggering a recount. The actual margin of victory for an IRV election, however, may be much lower than its last round margin. The 2011 federal election for the Australian seat of Balmain, New South Wales, had a last round margin of 1239 votes, with 2477 votes separating the last two remaining candidates – a Liberal and a Green. The actual margin of victory, however, was at most 388 votes, with 775 votes separating the Greens and Labor in a prior round of elimination. Last round margins will therefore trigger recounts in only a portion of eligible IRV elections.

This paper contributes an efficient algorithm, denoted \( \text{margin} \), for exact IRV margin computation that substantially improves on the current best-known approach by Magrino et al. [16], denoted MRSW throughout this paper. On a data set of 29 IRV elections held in the United States between 2007 and 2014, MRSW computes margins in several hundred seconds in 26 of the 29 instances, but fails to compute a margin within 72 hours in the remainder. Although exponential in the worst case, our algorithm runs efficiently in practice on all real IRV election instances for which we could obtain data. On all IRV instances in our data set, our algorithm computes exact margins in less than 6 seconds. The significance of our improved algorithm is that MOV computation is now practical in elections with large numbers of candidates. In the 2007 San Francisco Mayoral election (with 18 candidates) our algorithm computes the MOV is less than 2 seconds while MRSW times out after 72 hours. We compute the MOV in the Minneapolis 2013 Mayoral election (36 candidates) and the Oak- land 2014 Mayoral election (17 candidates) in less than 5 seconds, while MRSW times out after 72 hours. In the 2015 Australian New South Wales (NSW) state election (lower house), 93 IRV elections were held to elect a member of parliament in 93 distinct electorates. Our algorithm computes the MOV in each of these elections in less than 0.04 seconds. MRSW requires up to several hundred seconds.

An obvious, but inefficient, algorithm for computing exact IRV margins is to consider every possible order in which candidates could be eliminated, and use a linear program (LP) solver such as CPLEX to compute the exact number of manipulations (vote modifications) necessary to achieve it. A manipulation replaces the ranking of a vote (e.g., \([c_1, c_2, c_3]\) with a different ranking (e.g., \([c_2, c_1]\)). The MOV is the smallest number of such modifications required to realise the election of a different candidate. An insight of Magrino et al. [16] is that this LP can be used to compute a lower bound on the number of manipulations required to realise an elimination order ending in a particular sequence of candidates. The branch-and-bound algorithm of Magrino et al. [16] guides a search of the space of partial orders, using these lower bounds, for a complete elimination order (involving all candidates) requiring fewest vote manipulations to realise.

Our algorithm has the same basic structure as MRSW but introduces a new, easily computed, and often tighter, lower bound on the
number of vote manipulations required to realise an elimination order ending in a specific candidate sequence. Computing this lower bound does not require the solving of an LP, and is often higher in value than that computed by MRSW. Combining our new lower bounds with those generated by the LP of MRSW allows us to prune larger portions of the space of possible elimination orders, earlier in search, and disregard many partial orders without the need to solve an LP. This significantly reduces the time required to compute the MOV. Like Magrino et al. [16], we compute margins under the assumption that any manipulation applied to cast votes must leave the number of votes unchanged. We further extend the work of Magrino et al. [16] by presenting two variations of our algorithm in which this assumption is not required. This allows us to answer important practical questions. If there were lost votes, could their inclusion have altered the election outcome? If some people voted twice, could it have made a difference to the outcome? The answer to these questions can be obtained by calculating the MOV under the assumption that votes can only be added to the election (addition only) or removed (deletion only). This type of manipulation is known as voter control. We consider both settings in this paper.

The problem of computing margins in elections is related to that of bribery in the literature (see [11, 10, 12, 4, 5, 13, 6]). In the bribery problem, voters can be bribed in order to change their votes. Much work has analysed the susceptibility of various voting rules (e.g., Condorcet-based or plurality voting) to bribery, and the complexity of manipulating an election with bribery. In the shift bribery problem, for example, each voter has prices (bribes) for which they are willing to shift the position of a candidate in their vote forward by i positions [5]. The bribery problem seeks to find a lowest cost set of bribes such that an alternate candidate (to the original winner) is elected. If each voter will change their vote at a price of 1, this lowest cost is equivalent to the electoral MOV. While the complexity of the bribery problem, and election manipulation in general, has been well-studied, the work presented in this paper differs in that it presents a practical and implementable algorithm for computing electoral margins in IRV elections, outperforming the current state-of-the-art.

The key contributions of this paper are as follows. We present: a new, efficient method of computing a lower bound on the number of vote manipulations required to realise the elimination of candidates in an IRV election in a specific order; a modification of the MOV-calculation algorithm of Magrino et al. [16] in which this bounding procedure is used; a comparison of our approach with that of Magrino et al. [16] on 29 IRV elections held in the United States between 2007 and 2014 (25 of which appear in the work of Magrino et al. [16]), and 93 IRV elections from the 2015 NSW state election; and two adaptations of our algorithm for settings in which votes can only be added or removed, but not both.

This paper is structured as follows. Section 2 examines related work in the complexity and computation of IRV margins. Definitions and concepts underlying our approach are presented in Section 3. Section 4 describes our improved algorithm for the computation of margins, highlighting where it deviates from that of Magrino et al. [16]. Section 5 evaluates our algorithm on a suite of IRV instances. Section 6 examines two variations of our algorithm in which votes may be deleted from or added to an election profile, but not both.

2 Related Work

Computing the exact MOV in an IRV election is NP-hard [22]. Determining whether a single voter can manipulate an IRV election to achieve a desired outcome is also NP-hard [2]. This result has been extended by Conitzer et al. [8, 9] to show that for a weighted variant of IRV in which there are more than 3 candidates (and votes are weighted), finding a manipulation for which a specific candidate is elected (constructive manipulation) is NP-complete. For elections of more than 4 candidates, finding a destructive manipulation (ensuring that a specific candidate is not elected) is also NP-complete. The complexity of manipulating plurality and Condorcet-based elections by adding or deleting voters (equivalent to the addition or deletion of votes considered in this paper) is examined by Bartholdi et al. [3]. The complexity of strategic voting in schemes for which votes can be partial rankings over candidates is investigated by Narodytska and Walsh [17]. See Rothe and Schend [20] for a review of such complexity results. In some of these works, IRV is referred to as a form of Single Transferable Vote (STV) with a single winner.

In this paper we seek to determine the smallest number of votes cast in an IRV election that, if modified, will result in a different outcome (a different winner). Similar questions have been considered for alternate voting rules. The complexity of manipulating an election with bribery is considered by Faliszewski et al. [12], under a number of voting schemes: Condorcet-based; approval voting; scoring rules; veto rules; and plurality. Their aim is to find a manipulation to achieve a desired election result, while minimising the cost of bribes given to voters for changing their vote.

An algorithm for computing upper and lower bounds on the IRV MOV has been developed by Cary [7]. The “Winner Elimination” upper bound, for example, finds the most efficient way to eliminate the winner in each round, returning the least-cost (involving fewest vote changes) of these. Bounds on the MOV for IRV and other voting schemes have also been provided by Sarwate et al. [21]. A lower bound is computed by picking sets of candidates to eliminate in order to maximise the difference between the number of votes allocated to the candidates in these sets, and to the remaining candidate with the fewest votes. The bounds defined by Cary [7] and Sarwate et al. [21] can be computed in polynomial time, but are not necessarily tight (i.e., they may differ significantly from the true margin).

In 31 IRV elections conducted in the United States and Ireland, Sarwate et al. [21] compare their computed bounds to known exact margins. Lower bounds equaled exact margins in 18 elections, and in the others fell below exact margins by 0.6% to 19% of the total votes cast. Computed upper bounds were typically within a few votes of exact margins, with a number of exceptions. For the 2009 Aspen City Council election, the lower and upper bound of Sarwate et al. [21] differ from the exact margin by 2.5% (62 votes) and 9.9% (254 votes) of the total number of votes cast. Our algorithm finds the exact MOV in this election within 1.5 seconds. In the 2008 race for Pierce County assessor, their lower and upper bound differ from the exact margin by 0.6% (1945 votes) and 1.6% (5079 votes) of the total number of votes. Our algorithm computes the MOV within 0.02 seconds.

Magrino et al. [16] present a branch-and-bound algorithm for computing exact IRV margins. Applied to 25 IRV elections in the United States, this approach successfully computes exact margins in all but one instance. This algorithm, referred to as MRSW in this paper, considers the space of possible alternate elimination orders of a set of candidates C, in which the actual winner c_{win} ∈ C is not the last remaining candidate. Given one such order, a linear program (LP) computes the smallest number of votes (of those cast) that must be modified in order to realise this elimination order. When applied to a partial sequence of candidates, π′, this LP computes the smallest number of vote changes required to achieve this order of elimination in a reduced election profile, in which all candidates not in π′ have been eliminated (and their votes redistributed). It is clear that this
Initially, all candidates remain standing (are not eliminated)

While there is more than one candidate standing

For every candidate \( c \) standing

  Tally (count) the votes in which \( c \) is the highest-ranked candidate of those standing

  Eliminate the candidate with the smallest tally

The winner is the one candidate not eliminated

---

The number is a lower bound on the number of vote changes required to achieve any complete elimination order (including all candidates) ending in \( \pi' \). The MRSW algorithm builds a tree of partial elimination orders, with the smallest LP evaluation obtained for each visited leaf (a complete order) providing an upper bound on the electoral margin. Partial orders whose associated lower bound is larger than the best known upper bound are pruned from the search.

The main restricting cost of MRSW is the number of nodes that are explored and evaluated via the LP. Our algorithm dramatically reduces the number of partial elimination orders (nodes) explored, relative to MRSW, through the use of a bounding rule assigning tighter (higher) lower bounds to nodes close to the root of the tree. We are thus able to prune larger portions of the search space, earlier.

### 3 Preliminaries

The tallying of votes in an IRV election proceeds by a series of rounds in which the candidate with the lowest number of votes is eliminated, and the winner. All votes in an eliminated candidate’s tally are distributed to the next most-preferred (remaining) candidate in their ranking.

Let \( \mathcal{C} \) be the set of candidates in an IRV election \( B \). We refer to sequences of candidates \( \pi \) in list notation (e.g., \( \pi = [c_1, c_2, c_3, c_4] \)), and use such sequences to represent both votes and elimination orders. We will often treat a sequence as the set of elements it contains. An election \( B \) is defined as a multiset\(^2\) of votes, each vote \( b \in B \) a sequence of candidates in \( \mathcal{C} \), with no duplicates, listed in order of preference (most preferred to least preferred). Let \( \text{first}(\pi) \) denote the first candidate appearing in sequence \( \pi \) (e.g., \( \text{first}([c_2, c_3]) = c_2 \)).

In each round of vote counting, there are a current set of eliminated candidates \( \mathcal{E} \) and a current set of candidates still standing \( \mathcal{S} = \mathcal{C} \setminus \mathcal{E} \). The winner \( c_w \) of the election is the last standing candidate.

**Definition 1** Projection \( p_S(\pi) \) We define the projection of a sequence \( \pi \) onto a set \( S \) as the largest subsequence of \( \pi \) that contains only elements of \( S \). (The elements keep their relative order in \( \pi \).

For example: \( p_{[c_2, c_3]}([c_1, c_2, c_4, c_3]) = [c_2, c_3] \)

\( p_{[c_2, c_3, c_4]}([b_3, c_2, c_4, c_3, c_7, c_2, c_1]) = [c_4, c_2] \)

Each candidate \( c \in \mathcal{C} \) has a tally of votes. Votes are added to this tally upon the elimination of a candidate \( c' \in \mathcal{C} \setminus c \), and are redistributed from this tally upon the elimination of \( c \).

**Definition 2** Tally \( t_S(c) \) Given candidates \( S \subseteq \mathcal{C} \) are still standing in an election \( B \), the tally for a candidate \( c \in \mathcal{C} \), denoted \( t_S(c) \).

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>([c_2, c_3])</td>
<td>4</td>
</tr>
<tr>
<td>([c_1])</td>
<td>20</td>
</tr>
<tr>
<td>([c_3, c_4])</td>
<td>9</td>
</tr>
<tr>
<td>([c_2, c_3, c_4])</td>
<td>6</td>
</tr>
<tr>
<td>([c_4, c_1, c_2])</td>
<td>15</td>
</tr>
<tr>
<td>([c_1, c_3])</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Rnd1</th>
<th>Rnd2</th>
<th>Rnd3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_1)</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>(c_2)</td>
<td>10</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>(c_3)</td>
<td>9</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(c_4)</td>
<td>15</td>
<td>24</td>
<td>30</td>
</tr>
</tbody>
</table>

**Example 1** Consider the IRV election of Table 1. The tallies of candidates at each ranked listing over candidates \( c_1, c_2, c_3, \) and \( c_4 \), and the tally after each round of vote counting and elimination.

is defined as the number of votes \( b \in B \) for which \( c \) is the most-preferred candidate of those remaining. Recall that \( p_S(b) \) denotes the sequence of candidates mentioned in \( b \) that are also in \( S \).

\[
t_S(c) = | \{ b | b \in B, c = \text{first}(p_S(b)) \} |
\]

**Definition 3** Margin of Victory (MOV) The MOV in an election with candidates \( \mathcal{C} \) and winner \( c_w \in \mathcal{C} \), is the smallest number of votes whose ranking must be modified (by an adversary) so that a candidate \( c' \in \mathcal{C} \setminus c_w \) is elected.

If several candidates receive the same number of votes, at any stage of the IRV count, we assume that the adversary can decide which of the candidates is eliminated. This assumption is made by Magrino et al. [16]. If this is not the case, the MOV of Definition 3 slightly underestimates (but never overestimates) the true margin.

**Definition 4** Last Round Margin (LRM)\(^8\) The last round margin of election \( B \), in which two candidates \( S = \{c, c'\} \) remain with \( t_S(c) \) and \( t_S(c') \) votes in their tallies, is equal to the difference of the tallies between the tallies of \( c \) and \( c' \) rounded up.

\[
\text{LRM}_B = \left\lfloor \frac{t_S(c) - t_S(c')}{2} \right\rfloor
\]

**Example 2** Consider the IRV election of Table 1. The tallies of candidates \( c_1, c_2, c_3, \) and \( c_4 \), in the last counting round are 26, 10, 9, and 15 votes. Candidate \( c_1 \) is eliminated, and 9 votes are distributed to \( c_4 \), who now has a tally of 24. Candidate \( c_2 \) on 10 votes, is eliminated next with 6 of their votes distributed to \( c_4 \) (the remainder have no subsequent preferences and are exhausted). Candidates \( c_1 \) and \( c_4 \) remain with tallies of 26 and 30. The last round margin is 2 votes. Candidate \( c_1 \) is eliminated from consideration and \( c_4 \) elected.

### 4 A Fast Algorithm for Calculating Margins

We present a branch-and-bound algorithm for computing the MOV in IRV elections. This algorithm has the same basic structure as that of MRSW [16], being a traversal of the tree of possible orders of candidate elimination. Our algorithm incorporates a substantially improved pruning rule allowing us to dramatically reduce the portion of this tree we must traverse to compute the MOV. In this section, we describe our algorithm in detail and contrast its performance against MRSW on 29 IRV elections held in the United States between 2007 and 2014, and the 2015 NSW lower house election held in Australia. In the latter election, 93 IRV elections were held to elect a member of parliament in 93 electorates.

Magrino et al. [16] define an LP, \text{DISTANCETo}, shown below, for computing the minimum number of votes cast in an election \( B \) that, if

\[
\begin{align*}
\text{DISTANCETo}_{B,M}\left(\pi, \{c\}\right) &= \text{MOV}(B) \\
\text{DISTANCETo}_{B,M}\left(\pi, \{c, c'\}\right) &= \text{LRM}_B \\
\end{align*}
\]
manipulated, realises a specific complete elimination order \( \pi \) (involving all candidates \( C \)). When applied to a partial order \( \pi' (\pi' \subseteq C) \), DISTANCE\( \text{TO} \) computes a lower bound on the number of votes that, if manipulated, will realise an elimination order ending in \( \pi' \). In this paper, we define a bounding rule that, when applied to a partial order \( \pi' \), computes an alternative, often tighter (higher), lower bound.

Let \( R \) denote the set of possible (partial and total) rankings \( R \) of candidates \( C \) that could appear on a vote, \( N \) the number of votes cast in the election with ranking \( R \in R \), and \( N \) the total number of votes cast. For each ranking \( R \in R \), we define variables:

- \( q_R \) number of votes to be changed into \( R \);
- \( m_R \) number of votes with ranking \( R \) in the unmodified election to be changed into something other than \( R \); and
- \( y_R \) number of votes in the modified election with ranking \( R \).

Given a partial or complete order \( \pi \), the DISTANCE\( \text{TO} \) LP is:

\[
\min \sum_{R \in R} q_R \quad \forall R \in R \tag{3}
\]

\[
N_R + q_R - m_R = y_R \quad \forall R \in R \tag{4}
\]

\[
\sum_{R \in R} q_R = \sum_{R \in R} m_R \quad \forall c \in C \setminus \pi' \tag{5}
\]

\[
n \geq y_R \geq 0, \quad N_R \geq m_R \geq 0, \quad q_R \geq 0 \quad \forall R \in R \tag{6}
\]

Constraint (3) states that the number of votes with ranking \( R \in R \) in the new election is equal to the sum of those with this ranking in the unmodified election and those whose ranking has changed to \( R \), minus the number of votes whose ranking has been changed from \( R \). Constraint (5) defines a set of special elimination constraints which force the candidates in \( \pi \) to be eliminated in the stated order. \( R_{c,j} \) denotes the subset of rankings in \( R \) \( (R_{c,j} \subseteq R) \) in which \( c_j \) is the most preferred candidate still standing (i.e., that will count toward \( c_j \)'s tally) at the end of round \( i \) (in which candidate \( c_i \) is eliminated).

Constraint (4) ensures that the total number of votes cast in the election does not change as a result of the manipulation.

4.1 Two New Lower-Bounding Rules

Let us consider a partial elimination order \( \pi' \subseteq C \). Each candidate \( c \in C \setminus \pi' \) must be eliminated before every candidate \( c \in \pi' \) (recall that we are computing a lower bound on the number of votes that must be manipulated to realise an elimination order ending in \( \pi' \)). We define \( \Delta(c, e) \) as the number of votes \( b \in B \) for which \( c \) is ranked higher than \( e \), or \( c \) appears and \( e \) does not. This is equal to the number of votes with rankings \([c, e]\) or \([e, c]\) when all candidates apart from \( c \) and \( e \) are removed. At any time \( e \) is eliminated before \( c \), \( c \) has a tally of at most \( \Delta(c, e) \) votes at the moment \( e \) is eliminated, with all other votes assigned to \( e \), or another candidate. Recall that \( \text{ps}(b) \) denotes the projection of \( b \) onto set \( S \) (i.e., the ranking of vote \( b \) with all candidates not in the set \( S \) removed).

\[
\Delta(c, e) = \sum_{b \in B, p_{e(c)}(b) \in [c, e], [e, c]} |b| \quad \forall b \in B \tag{7}
\]

The primary vote of candidate \( c \in C \), denoted \( f(e) \), is the number of votes \( b \in B \) for which \( c \) is ranked highest.

\[
f(e) = \sum_{b \in B, c = \text{first}(b)} |b| \quad \forall b \in B \tag{8}
\]

To ensure that candidate \( e \) is eliminated before candidate \( c \), we require that \( f(e) \leq \Delta(c, e) \). In other words, we require that the primary vote of \( e \) is less than or equal to the number of votes in which \( c \) is ranked higher than \( e \), or \( c \) appears and \( e \) does not. If it is the case that \( f(e) > \Delta(c, e) \), we need to change the relative counts by the amount \( f(e) - \Delta(c, e) \) for this order of elimination to be feasible. Let \( l_1(c, e) \) denote a lower bound on the number of votes that must be modified to achieve the elimination of \( e \) before \( c \).

\[
l_1(c, e) = \max(0, \left| \frac{f(e) - \Delta(c, e)}{2} \right|) \tag{9}
\]

Example 2 Consider the partial elimination order \( \pi' = [c_2] \) in the election of Table 1. To realise an elimination order ending in \( c_2 \), all other candidates must be eliminated prior to \( c_2 \)'s election. To ensure that \( c_1 \) appears before \( c_2 \) in the elimination sequence, we count all votes that could possibly be in \( c_2 \)'s tally at the point at which \( c_1 \) is eliminated – this is denoted \( \Delta(c_2, c_1) \) and defined in Equation 7. In this example, \( \Delta(c_2, c_1) = 10 \). The smallest number of votes that \( c_1 \) could have in their tally upon elimination is their initial tally (or primary vote) \( f(c_1) \), defined in Equation 8. Here, \( f(c_1) = 26 \). For \( c_2 \) to appear before \( c_2 \) in the elimination sequence, we must change the votes so that, at the very least, the minimum number of votes that \( c_1 \) could have (upon elimination) is less than the maximum number of votes \( c_2 \) could have. Equation 8 computes this ‘minimal number’ of required vote changes, \( l_1(c_2, c_1) \). Here, \( l_1(c_2, c_1) = 8 \).

Since each candidate \( c \in C \setminus \pi' \) has been eliminated prior to each \( c \in \pi' \), we can compute a lower bound on the number of votes that must be modified to realise an elimination order ending in \( \pi' \), \( b_1(\pi') \), as shown in Equation 10. In contrast to the DISTANCE\( \text{TO} \) LP, our lower bound does not consider the order in which candidates are eliminated in \( \pi' \), but computes a lower bound on the number of votes we must alter to ensure that the candidates in \( \pi' \) are the last candidates standing. The DISTANCE\( \text{TO} \) LP, however, operates on a reduced election profile in which all candidates not in \( \pi' \) have been eliminated, and their votes redistributed. It computes the manipulation required to realise \( \pi' \) in this setting.

\[
b_1(\pi') = \max\{l_1(c, e) \mid c \in \pi', e \in C \setminus \pi'\} \tag{10}
\]

Example 3 (Example 2 cont.) For the partial order \( \pi' = [c_2] \), we compute lower bounds on the smallest number of vote changes required to eliminate each candidate \( c_i \) (\( i \neq 2 \)) prior to \( c_2 \)’s election, \( l_1(c_2, c_i) \). The largest \( l_1(c_2, c_i) \) becomes our lower bound, \( b_1(\pi') \), on the number of votes we must change to realise an elimination order ending in \( [c_2] \). In this example, \( b_1(\pi') = 8 \). DISTANCE\( \text{TO} \) would assign a lower bound of 0 to \( \pi' \) as in a reduced election involving only \( c_2 \), no votes need be changed to ensure they are elected.

The bound \( b_1 \) can be tightened. Consider the partial elimination order \( \pi' \), for which all candidates \( c \in C \setminus \pi' \) are eliminated before all \( c \in \pi' \). We know that \( c \) has at least \( f(e) \) votes in its tally. Candidate \( c \) may not have, in their tally, all votes which have been counted toward \( \Delta(c, e) \) (those in which \( c \) appears before \( e \), or \( e \) appears, but \( e \) does not). Some of these votes may lie in the tallies of other candidates in \( \pi' \), who have not yet been eliminated. We define \( \Delta_S(c, e) \) as the maximum number of votes that \( c \) can have in their tally at the time \( e \) is eliminated, where \( S = \{c\} \cup \pi' \) denotes the minimal set of candidates that must be ‘still standing’ at this time.

\[
\Delta_S(c, e) = \sum_{b \in B, c = \text{first}(\text{ps}(b))} |b| \quad \forall b \in B \tag{11}
\]
To realise a situation in which candidate \( e \in C \setminus \pi' \) is eliminated prior to candidate \( e \in \pi' \), we require that \( f(e) \leq \Delta_S(c, e) \). If \( f(e) > \Delta_S(c, e) \) then we must modify at least \( l_2(c, e, \pi') \) votes.

\[
l_2(c, e, \pi') = \max(0, \frac{f(e) - \Delta_S(c, e)}{2}) \tag{12}
\]

Equation 13 defines a tighter lower bound on the number of votes in \( B \) that must be changed to ensure that \( \pi' \subset C \) are the last remaining candidates, \( b_2(\pi') \). Note that \( l_2(c, e, \pi') \geq l_1(c, e) \), for all \( \pi' \subset C, e \in \pi', \) and \( e \in C \setminus \pi' \). Hence, \( b_2(\pi') \geq b_1(\pi') \) for all \( \pi' \subset C \). Both \( b_1(\pi') \) and \( b_2(\pi') \) are independent of the order of candidates in \( \pi' \).

\[
b_2(\pi') = \max\{l_2(c, e, \pi') \mid c \in \pi', e \in C \setminus \pi'\} \tag{13}
\]

Example 4 Consider the partial elimination order \( \pi' = \{c_3, c_1\} \). Our first lower bound on the number of manipulations required to realise an elimination order ending in \( \pi', b_1(\pi') \), equals 0. To compute this we evaluate \( l_1(c_1, c_3) \) for \( i = 1, 3 \), and \( j = 2, 4 \), and take the maximum result. These values represent the smallest number of manipulations required to eliminate \( c_2 \) and \( c_4 \) before candidates \( c_3 \) and \( c_1 \). To compute our second lower bound, \( b_2(\pi') \), we evaluate \( l_2(c_1, c_3, \pi') \) for \( i = 1, 3 \), and \( j = 2, 4 \) (via Equation 12), and take the maximum result. We find that \( l_2(c_1, c_3, \pi') = 0 \) for all \( i \) and \( j \) with the exception of \( l_2(c_3, c_2, \pi') \) which equals 1. Hence, \( b_2(\pi') = 1 \). DISTANCEO assigns \( \pi' \) a lower bound of 0.

4.2 A Branch-and-Bound Algorithm: margin

Figure 2 outlines our algorithm, denoted margin, for computing exact margins in IRV elections. This algorithm shares the basic structure as MRSW [16], both being branch-and-bound algorithms.

An initially empty priority queue \( Q \) of partial elimination orders is maintained throughout the algorithm (step 1). An upper bound on the number of votes that must be modified to realise a winning candidate \( c \notin c_w \) is initialised to the last round margin of the election, \( LRM_B \) (step 2). A partial order \( \pi' = \{c\} \) for all \( c \in C \setminus c_w \) (i.e., we do not consider orders that will end in the winning candidate) is inserted into \( Q \) with a score given by \( b_2(\pi') \) of Equation 13 iff that score is lower than the current upper bound (steps 5–7). If this score is larger or equal to the upper bound, \( \pi' \) and all its descendents are pruned (will not be explored). MRSW adds these orders to \( Q \) with a score of 0 (as in a reduced election involving only one candidate \( c_w \), no votes need to be altered to ensure that \( c \) wins). We repeatedly select the partial order \( \pi' \) in \( Q \) with the smallest score (i.e., the smallest lower bound on the size of the manipulation required to realise an elimination order ending in \( \pi' \)). This order is removed from \( Q \) (step 10), and is expanded. It is at this point that we evaluate \( \pi' \subset C \setminus c_w \) with the DISTANCEO LP (step 13). We have found, from experimentation, that DISTANCEO can provide a higher bound than \( b_2 \), albeit infrequently. If the revised bound from DISTANCEO is larger or equal to the current upper bound, \( \pi' \) is pruned from the tree in step 14–15 (i.e., it is not added to \( Q \)). Otherwise, we consider each candidate \( c \in C \setminus \pi' \) and create a new order \( \pi \) in which \( c \) is eliminated just prior to the first candidate in \( \pi' \) (step 17). If \( \pi \) is a complete order, containing all candidates, we compute the exact number of vote changes required to realise \( \pi \) with DISTANCEO. If this number is lower than the current upper bound, \( U \) is replaced with the smaller number (step 19). If \( \pi \) is a partial order, we compute \( b_2(\pi) \) as defined in Equation 13 (step 20). If this lower bound is lower than the current upper bound, \( \pi \) is inserted into \( Q \) (steps 21–22), otherwise it and its descendents are pruned from the search.

\[
\text{margin}(C, B, c_w) = \begin{cases} 
1 & Q = \emptyset \\
U & U \leq \text{LRM}_B \\
\text{for}(c \in C \setminus \{c_w\}) & \pi' = [c] \\
l \leftarrow b_3(\pi') \\
\text{if}(l < U) & \text{return} U \\
\text{return} \min\{U, \text{DISTANCEO}(\pi, C, B)\} \\
l'' \leftarrow \max\{l', b_2(\pi)\} \\
\text{if}(l'' < U) & \text{return} U \\
\text{return} Q \cup \{l''\, \pi'\} 
\end{cases}
\]

Figure 2. MOV computation for an IRV election \( B \) with candidates \( C \) and winner \( c_w \in C \) (where our algorithm differs from MRSW [16]).

The \( b_2 \) bound is not guaranteed to generate a tighter bound than DISTANCEO (although in practice we find that it is tighter in a majority of instances). In using our lower bounding rules to select partial orders for expansion, and evaluating DISTANCEO only on these selected orders, we reduce the number of LPs solved by our algorithm. MRSW evaluates the DISTANCEO LP for each child formed upon the expansion of a node.

When all elimination orders have been examined, or pruned, margin terminates (step 12), returning \( U \), which now equals the smallest number of vote changes required to alter the outcome of election \( B \).

4.3 Comparing MRSW and margin: An Example

Consider the IRV election of Table 1. Figure 3a records the partial elimination orders considered by MRSW when computing the MOV. Each node denotes an elimination order that is traversed and evaluated by MRSW, with its score recorded. MRSW first considers the partial orders \( [c_2], [c_1], \) and \( [c_4] \), assigning each a score of 0. The upper bound on the manipulation size required to change the election outcome is set to 2 votes (the last round margin). MRSW considers the children of node \( [c_2, c_3] \) with a score of 5, \( [c_1, c_3] \) with a score of 11, and \( [c_1, c_4, c_3] \) with a score of 0. These scores are obtained by solving DISTANCEO. Nodes \( [c_2, c_3], [c_1, c_3] \) can be pruned as their scores are higher than the current upper bound. Node \( [c_4, c_3] \) is expanded, creating children \( [c_2, c_4, c_3] \) with a score of 0 and \( [c_1, c_4, c_3] \) with a score of 6 (consequently pruned). The leaf node \( [c_1, c_2, c_4, c_3] \) is then visited and assigned a score of 11 (also pruned). MRSW continues to expand nodes in this manner as shown.
made by MRSW and by our algorithm (denoted margin), the computation time (in milliseconds) of the two algorithms, the MOV and the last-round margin. Of the 93 IRV elections in the 2015 NSW state election, 4 reported a MOV that differed from its last round margin.

Our algorithm substantially reduces both the number of calls to DISTANCETO and computation time. For example, we are able to compute the MOV of the 2007 San Francisco Mayoral election, where MRSW timed out after 72 hours. In generating these results, our algorithm uses the tighter $b_2$ pruning rule of Equation 13. In the majority of instances considered, pruning with $b_2$ was either faster, or as fast, as pruning with $b_1$. The $b_2$ rule is more costly to compute, however, than $b_1$. In the 2007 San Francisco Mayoral election, for example, 1300 ms are used to compute the margin when pruning with $b_2$ (solving 94 LPs). In contrast, 1139 ms are used when pruning with $b_1$, even though 970 LPs are solved in the process. For the Aspen 2009 City Council race, however, 1241 ms are used when pruning with $b_1$ and 1039 ms when pruning with $b_2$. For the Pierce 2008 County Assessor instance, 17 ms and 9 ms are used when pruning with $b_1$ and $b_2$, respectively. The full table of results comparing the performance of $b_1$ and $b_2$ has been omitted for brevity.

In the 93 IRV elections of the 2015 NSW state election, MRSW computed the MOV in 14 to 354,007 ms, solving 21 to 23,768 LPs. Our margin algorithm computed margins in 1 to 35 ms, solving 1 to 13 LPs. Table 2 reports the results of 16 of these IRV elections – in 4 of which (Ballina, Maitland, Lismore, and Willoughby) the MOV differs from the last round margin. The number of candidates in each election range from 5 to 8. MRSW, in general, requires more time to compute margins in elections with more candidates.

We have additionally applied margin to all instances of the PrefLib data set that can be interpreted as an election (261 instances). The number of candidates and votes cast in these instances range from 3 to 2819, and 4 to 15,101, respectively. Margin computation in all instances with more than 500 candidates is trivial, with only 4 votes cast. With a 30 minute time limit, margin computes margins in all but 10 instances, while MRSW fails in 30 instances. In the 10 instances for which margin fails to compute a margin in 30 minutes, it finds lower and upper bounds on the margin that differ by up to 9 votes in 7/10 instances and by 22 to 789 votes in the remainder.

6 Variations: Voter Control

Suppose some votes are lost during an election. We extend margin to determine the minimum number of votes that must be added to change an election outcome as follows. We first remove the division by two when calculating the last round margin (Definition 4), and $\ell_1, b_1, b_2,$ and $b_2$ of Equations 9–13 (in this setting, manipulations can only add votes). We then modify the DISTANCETO LP to calculate the minimum number of vote additions required to enforce a certain elimination order. To do so, we interpret variable $q_R$ as the number of votes with ranking $R \in R$ added to the election. We set $m_{R} = 0$ for $R \in R$, and remove Constraint (4) which forces the number of votes to remain constant. If the computed MOV is larger than the number of lost votes, then their inclusion could not have altered the election outcome. In the 2013 election of candidates to six seats in Western Australia’s Senate a discrepancy of 1,375 initially verified votes was discovered during a recount (resulting from a lost ballot box) [18]. The election result was overturned, and a repeat election held in 2014. While Single Transferable Vote (STV) is used in Australian Senate elections – a more complex scheme than IRV – this case demonstrates the impact of such mistakes when they occur.
the outcome. To determine this number, we extend margin of the election, we know these invalid votes may have influenced the minimum number of votes that, if removed, change the result of invalid votes, but not instances of multiple voting [1]. In this situation we know the number of invalid votes are invalid. If this total exceeds the remaining votes, with ranking \( R \in \mathbb{R} \), and remove Constraint (4). We replace \( q_R \) with \( m_R \) in the DISTANCE objective, as we seek to minimise the number of deleted votes required to realise an alternate outcome.

Our \text{margin} algorithm, when applied to our suite of IRV instances, is able to find the \text{MOV} in both the \text{addition-} and \text{deletion-only} settings, with runtimes similar to those in Table 2. Table 3 reports, for each election in Table 2, the number of candidates and votes cast, the number of calls to \text{DISTANCE} made by MRSW and \text{margin}, in the \text{addition-only} setting, together with the computation time (in milliseconds) of the two algorithms, the \text{MOV} and the last-round margin (LRM) are in bold.

<table>
<thead>
<tr>
<th>Election Name</th>
<th># Votes Cast</th>
<th>MRSW LPs</th>
<th>margin LPs</th>
<th>MRSW Time (ms)</th>
<th>margin Time (ms)</th>
<th>MOV</th>
<th>LRM</th>
<th>Election Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkeley 2010 Auditor</td>
<td>8,235</td>
<td>8,825</td>
<td>Seat of Lakemba, NSW 2015 lower house</td>
<td>8,495</td>
<td>8,495</td>
<td>Seat of Liverpool, NSW 2015 lower house</td>
<td>10,806</td>
<td>10,806</td>
</tr>
<tr>
<td>Berkeley 2010 D1 City Council</td>
<td>1,174</td>
<td>1,174</td>
<td>Berkeley 2010 D1 City Council</td>
<td>517</td>
<td>517</td>
<td>Berkeley 2010 D4 City Council</td>
<td>486</td>
<td>486</td>
</tr>
<tr>
<td>Berkeley 2010 D2 School Board</td>
<td>1,174</td>
<td>1,174</td>
<td>Berkeley 2010 D1 City Council</td>
<td>517</td>
<td>517</td>
<td>Berkeley 2010 D4 City Council</td>
<td>486</td>
<td>486</td>
</tr>
<tr>
<td>Berkeley 2010 D3 City Council</td>
<td>2,332</td>
<td>2,332</td>
<td>San Leandro 2012 D4 City Council</td>
<td>1,013</td>
<td>1,013</td>
<td>Oakland 2010 Mayor</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Berkeley 2010 D4 City Council</td>
<td>1,021</td>
<td>1,021</td>
<td>Oakland 2014 Mayor</td>
<td>50,837</td>
<td>50,837</td>
<td>San Francisco 2007 Mayor</td>
<td>6,949</td>
<td>6,949</td>
</tr>
<tr>
<td>Berkeley 2010 Auditor</td>
<td>8,235</td>
<td>8,825</td>
<td>Seat of Lakemba, NSW 2015 lower house</td>
<td>8,495</td>
<td>8,495</td>
<td>Seat of Liverpool, NSW 2015 lower house</td>
<td>10,806</td>
<td>10,806</td>
</tr>
<tr>
<td>Berkeley 2010 D1 City Council</td>
<td>1,174</td>
<td>1,174</td>
<td>Berkeley 2010 D1 City Council</td>
<td>517</td>
<td>517</td>
<td>Berkeley 2010 D4 City Council</td>
<td>486</td>
<td>486</td>
</tr>
<tr>
<td>Berkeley 2010 D2 School Board</td>
<td>1,174</td>
<td>1,174</td>
<td>Berkeley 2010 D1 City Council</td>
<td>517</td>
<td>517</td>
<td>Berkeley 2010 D4 City Council</td>
<td>486</td>
<td>486</td>
</tr>
<tr>
<td>Berkeley 2010 D3 City Council</td>
<td>2,332</td>
<td>2,332</td>
<td>San Leandro 2012 D4 City Council</td>
<td>1,013</td>
<td>1,013</td>
<td>Oakland 2010 Mayor</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Berkeley 2010 D4 City Council</td>
<td>1,021</td>
<td>1,021</td>
<td>Oakland 2014 Mayor</td>
<td>50,837</td>
<td>50,837</td>
<td>San Francisco 2007 Mayor</td>
<td>6,949</td>
<td>6,949</td>
</tr>
</tbody>
</table>

In Australian state and federal elections, each polling station has a book containing the names and addresses of all voters in the region. As each voter casts their vote, their name is struck off by hand. This does not prevent a voter from voting more than once at multiple polling stations. In the 2013 Australian federal election, the Australian Electoral Commission (AEC) ‘investigated almost 19,000 instances of multiple voting’ [1]. In this situation we know the number of invalid votes, but not which votes are invalid. If this total exceeds the minimum number of votes that, if removed, change the result of the election, we know these invalid votes may have influenced the outcome. To determine this number, we extend \text{margin} as follows. The division by two in our definition of last round margin, and bounding rules, is removed. Variable \( m_R \) becomes the number of cast votes with ranking \( R \in \mathbb{R} \) that we will delete. We set \( q_R = 0 \) for \( R \in \mathbb{R} \), and remove Constraint (4). We replace \( q_R \) with \( m_R \) in the DISTANCE objective, as we seek to minimise the number of deleted votes required to realise an alternate outcome.
We have presented an algorithm, denoted margin, for computing IRV margins that significantly outperforms the current state-of-the-art. Our algorithm can efficiently compute the MOV in all IRV instances for which we could obtain data. This includes a number of instances for which the current state-of-the-art approach could not compute the margin, in a reasonable time frame of 72 hours. The significance of this work is that automated margin computation is now practical for IRV elections with a large number of candidates. We have presented two easily computed lower bounds on the degree of manipulation required to realise an elimination order ending in a specific sequence. This allows us to prune large portions of the space of possible alternate elimination orders when computing IRV margins. Moreover, we have described how our margin algorithm can be used to determine whether lost votes, or invalid votes (e.g., from electors voting multiple times), could have influenced an election outcome.

IRV has several extensions, including various forms of the Single Transferable Vote (STV). STV is used to elect candidates to the Australian Senate, in all elections in Malta, and in most elections in the Republic of Ireland [14]. The extension of our algorithm for computing margins in IRV elections to STV elections, where candidates are elected to multiple seats, and the votes of elected candidates are redistributed at a fractional value, is a topic of future research. Preliminary results suggest that our margin algorithm can be adapted to apply to STV, using a non-linear version of DISTANCE-TO.
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