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Abstract—In multihop cellular networks, mobileswith no good path to any
basestation may instead relay their calls through other mobiles with better
propagation conditions. This canimprove coverageand capacity, and reduce
the required total transmissionpower, but its effectivenessdependsgreatly on
the routing strategy used. This paper investigatesthe minimum possibleag-
gregatetransmit power in the presencef interferencein asingle-cellmultihop
cellular network. The new conceptof interference-sensitie link costsis intr o-
duced, and is shown to perform substantially better than routing basedsolely
on path loss,which is optimal in the noise-limited case.

|. INTRODUCTION

Encourageddy the increasingpopularity of ad-hocnetworks,
therehasbeeninterestin incorporatingtheir multi-hop natureinto
cellular networks. This is the conceptbehindOpportunityDriven
Multiple Access(ODMA) proposedn 3GPP[1], andis known
within themobile VCE in the UK asintelligentrelaying[2]. Pro-
viding a relaying capability in next-generatiorad-hocGSM (A-
GSM)is alsounderstudy[3]. For datanetworks,multihopcellular
networks have alsobeenproposedn [4].

The capacity coverageand power requirementf a network
dependheavily on the mutualinterferencebetweenmodes. Thus,
it is necessaryo understandhe propertiesof the topologywhich
minimisesthetotal transmitpowerin the presencef interference.
Finding a suitablerouting strateyy is still an openproblem. This
problemis computationallyntractableandheuristicalgorithmsare
mainly used. This papertakesthe conceptof joint power control
andcell-siteselectionin spread-spectrurellularnetworks[5] and
combinesit with a path-orientedminimum power routing algo-
rithm. Theresultingroutingis thencomparedvith the commonly
usedalgorithmbasedn simply minimising pathloss[6,7].

Multihop cellular networks and relatedrouting techniquesare
reviewedin Sectionll. Sectionlll presents network modeland
definesthe routing problem. SectionlV investigateshe power
requiredto transmita call overalink in the presencef low level
interference.This givesrise to a new heuristicrouting algorithm
for minimising the total transmitpower of a network. Simulation
resultsverifying the effectivenes=f this algorithmare presented
in SectionV.

Il. MULTIHOP CELLULAR NETWORKS

Multihop cellularnetworksrequirelesstransmitpowerthansin-
gle hop cellular networks, which increasedatterylife. More-
over, the coverageis improved by allowing a mobile in a propa-
gationdeadspotto berelayedby its neighboursThirdly, lesstotal
transmissiorpower leadsto lessinterferencepotentiallyincreas-
ing the capacity The above characteristicare well-suitedto the
conceptof self-omganisingfor future cellular networks[2], which
minimisesdesigncosts.

Significantimprovemenin therequiredpowertransmissiorand
coverageare demonstratedn [6], basedon empirical path loss
characteristics.In [8], increaseccapacityis reportedfor a time-
slotted code division multiple access(CDMA) network. It is
obsenedin [7] that the coverageof ODMA increasesat much
fasteratethanthatof single-hopcasewhenthe quality-of-service/
traffic-loadis reduced.

Although employing relayingreduceghe averagebatterycon-
sumption thosemobileswhichactasrelaysmayactuallybeworse
off, andtheissueof fairnessmustbe addressedMoreover, more
processing@ndsignallingoverheadwill berequiredin the system.
However, theseproblemscanbeaddressedithoutremoving mul-
tihop’sintrinsic benefits.

Multihop cellular networksrely heavily on goodrouting. In [6,
7], theroutingaimsto minimisethe sumof the pathlossessubject
to a constrainton the hop count. In a noise-limitedervironment,
minimising the pathlossis optimal. However, whenthe interfer
enceis significant,local congestiormayoccurwhich canincrease
the total transmitpower unboundedly In [8] the pathwith mini-
mum aggregyatepower is selectedrom a pool of candidatepaths,
but it is not clearhow the algorithm performsin the presenceof
interference.

Onepaperwhich doesconsiderinterferenceas [9]. It proposes
joint routingandchannebssignmenglgorithmwhichaimsto min-
imise the total power in the presencedf interference.lt assumes
thateachcall's pathandchannelarefixed afteradmissionput se-
lectsthe channeland pathfor new callsin orderto minimisethe
totalpowerrequirementsln contrastthepresenpaperseekdo re-
arrangea fixedsetof callsin orderto minimisethetransmitpower
without changingthe existing channelassignmentin [10], which
appearedfter the presentresearchwas completed,interference-
basedODMA wasproposedbut its interference-avareroutingal-
gorithmwasnot explicitly described.

I11. MODEL AND PROBLEM DEFINITION

This work investigateghe optimal and centralisedrouting al-
gorithm for an uplink connectionin a single-cellCDMA multi-
hop network. Thereare M mobile stations,eachof which must
establisha pathto a singlebasestationB. Fig. 1 showns a snap-
shotat a particularinstanceof multihop arrangementLet traffic
destinedfor the basestationbe called“uplink” traffic. Becausea
relaying mobile mustsimultaneousiytransmitandreceie uplink
traffic, the uplink requiresat leasttwo channelsgithertime-slots
or frequeng bands.Somemobilesmusttransmiton thefirst and
receve on the secondandfor somethis is reversed. This classi-
ficationis shavn in Fig. 1 by black and white nodes. The base
stationitself is ableto receive connectionssimultaneouslyusing



Fig. 1. An instanceof multihoparrangement.

thosetwo channelshenceijt is representedy two differentcolour
nodes. In orderto focuson routing aspectsthis paperconsiders
only simplechannekllocationandthe minimum of two channels.
LetV = {b1,b2,m1,...,mp} bethesetof all nodesin the net-
work, whereb; andb, arethe two receved channelsat the base
station,andm;, i = 1,..., M arethe M mobile stationswith
theirrespectie receivedchannels.

Mobile stationm; transmitsat power ¢;, andis recevedatnode
j atstrengthy;I'[4, j], wherel'[s, j] is the pathgainbetweemodes
i andj. NotethatI'[i,j] = 0 if nodesi andj have the same
colour; thatis, the channelsareorthogonal.Recever j is subject
to thermalnoiseof powernW, whereW is the spreadbandwidth,
andn is the noisepower spectraldensity In Fig. 1, m;’s signalis
recevedat b,, with thermalnoiseandinterferencérom m;, ms,
meg, Mg, andmw.

Let r; betheintendedreceving nodeto which nodes is trans-
mitting. Thevectorr specifiegherouteof all calls. The carrierto
interferencedensityratio for nodei is then

qul“[z',ri]
E]‘;ﬁi ;L [j,ri] + nlrs]W’

wheren[r;] is thethermalnoisedensityatr;. CIR; is givenin Hz
to shaw the effective bandwidthor quality of serviceachieved by
nodes.

It is assumedhat eachmobile stationmusttransmitdatato the
basestationat the samerate, requiring CIR of a. If node: car
ries aggre@atetraffic from n; sourcesijts requiredCIR becomes
CIR; = n;a, dueto thereducedspreadingactor No constraints
arecurrentlyimposedon the numberof hops,the numberof calls
a mobile may relay, or resourcesvailablein eachnode. This is
alsoillustratedin Fig. 1.

Giventhatthe quality of servicerequiremenbf eachuseris a,
thentheallocationof power ¢ to solvethe M linearequationsm-
pliedby CIR; = n;« is givenby [5]

CIR;(r) = 1)

q=(I—A)"'b, )

wherel isthe M x M identity matrix, A isthe M x M normalised
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Fig. 2. Threecolinearnodesn amultihopnetwork.

pathgainmatrix definedby
nia L[4, 7] ..
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Aig) =4 W D] T ©)
0 whenj =i
andb isthe M x 1 vectordefinedby
r;|n;x
bi(r) = Mribmic @
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The vectorq specifiesthe power allocatedto eachnode: for one
particularroutingarrangementThe setof power allocationis fea-
sible (¢; > 0, Vi) if the dominantpositive eigervalueof matrix A
is lessthan1.

Theobjectiveis thento find apath,P;, for eachuser 7, minimis-
ing the cost,definedasthetotal transmittedpower

Q:Z(b’-

Therouting problemis thenbasedon thefully connectedlirected
graphG = (V, E) inducedby thenodes Associatedvith eachver-
tex i is thepower g; andoneof thetwo possiblerecevedchannels;
andeachedgee € E is associatedvith the weightthatdepends
onthepropagatiorandinterferencen away whichdepend®onthe
routingmethodused.Thisis describedn thefollowing section.

(5)

IV. PATH AND LINK COSTS

Dueto non-linearityof pathloss,in the orderof d—™ whered
is the distanceandn > 2, it is generallymore power-efficient to
breaka longertransmissiorpathinto several shorterpaths. How-
ever, thisneednotbesowhenreceversarenotidentical. Consider
two casedor Fig. 2: (a) nodesl and2 transmitdirectly to node3
with powersgq;3 andges, or (b) nodel forwardsto node3 with
power gi, < ¢13, andnode2 sendsbothits own dataandthat of
nodel, with power gb; > g23. Total power Q' is only lessthan
totalpawer @ if (g1, +q33) < (g13 +g23). Thisdepend®nthein-
terferenceandrecevernoise,l; andlsz, andhow efficiently node2
transmitscombineddata. The optimisationcriterionmusttake this
into account.

This paperwill considerthreescenarios:Purelynoise-limited,
addinga pathwith low interferenceandre-routinganexisting net-
work with interference.

A. Purely noise-limited

A purelynoise-limitedervironmentis onein which(I—A) ~ I.
By (2), the transmitpower is q ~ b, which dependsnly on the
pathgainsT' and the numberof calls being transmittedby each
noden;.



Recallthatn; calls aretransmittedrom nodes to noder;, and
let the pathof a mobile, P, bethe setof links over which its data
is carried.Thetotal transmittecpower in the network is then

nlri

Q) = Yal) = Snmary r],] (6)
an|ri]
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whereAg;,, = g;/n; is thetransmitpower from nodei percon-
nectioncarried. Thatis, the total power is simply the sumof the
powersusedby eachorigin/destinationpair (path), andthe total
power of eachpathis simply the sumof thecostsof thelinks. This
allows the minimum power routing to be expressechsa shortest
pathalgorithm,wherethe costof thelink betweemodes; andj is

anlj]
Lli, 5]
Thusa standardshortest-pattalgorithm, suchas Dijkstra’s algo-
rithm, can be usedwith costsAg;,,. Moreover, if the thermal
noise,n, is assumedo be equalat all nodesthenthe shortespath
is simply thatwhich minimisesthe sumof thetransmissioosses,
1/T[i, 4], overall links (3, j) in thepath. Notethattheseink costs
aresymmetric:C; ; = Cj ;.

Cij = Agj = ()]

B. Low interference: New paths

Although the “least loss” path requiresthe minimum transmit
powerwhenthereis nointerferenceit is oftenfar from optimalin
thepresencef interferenceit oftenrequiresnorepowerthancon-
nectingall mobilesdirectly to the basestation,andis sometimes
eveninfeasible. Wheninterferenceis not negligible, the change
of power causedby alink carryingoneextra call is notassimple
as(9) This is becausesachtransmitteradjustsits power in accor
danceto thereceving endsinterferencdevel. FromFig. 2, it can
be seenthatthe changein ¢; andg, depend®n interferencdev-
els I, and I3, whichthemselesdependon how othernodesreact
to the changein ¢; andg,. For illustration, considerFig. 1, and
let mg transmitan extra call to berelayedby my. This extra call
requiresmg andmy to increasetheir powers, gz andgz. Thein-
creasef interferencdevel will forcetheothermobilesto increase
their powersin orderto satisfytheir CIRs 1. In theworstcaseno
feasiblepower allocationexists, andthe network is heavily con-
gested. The level of global congestioncan be measuredy the
dominantpositive eigervalueof matrix A [11], but noinformation
canbeinferredaboutthelevel of congestionn a particularpartof
thenetwork.

However, it will turn out that, given an existing configuration,
it is meaningfulto talk aboutthe costof an entire path. In this
section,we assumehatinterferencds non-zerobut “small”, per
mitting a linearizationof (2). Expanding(2), the changeof total
power by addingonecall onapath P; is

éPi :Z@k
k

(10)

where&} is the changean the transmitpower vector,

Ag¢ = (I-A)"'Abi+ (AT - A)Y)b

+ (A(I - A)HiAbL

(11)
Here Ab‘ is a vector given by Ab: =
(k,rr) € P; and0 otherwise.

From (3), the changein matrix A when an additional call is
addedo path P; is A A%, with klth element

an[rg]/T[k, ] when

a T[,rg]
: — P; and
0 otherwise

Assumingthat A A? is small comparedwith I — A, the matrix

(A(I — A)~1)i canbelinearizedas
A((I—A) ™ Ym (I—A)TAAT - AL (13)
Furtherlinearizing(11) gives
Ag¢ ~ (I—A)"'Abi+ (AT —A)" )b
(I —A)~HAb' 4+ (AAY) (I — A)~'b)
_ Z c.(sﬂ[’E+Ag d)
Gier UK

wherec? is the jth columnof (I — A)~!,d = (I — A) 'b and
Ap’ is avectorwhoselth element] # j, is

(15)

with Ap? = 0.

Thus,whenaddinganew pathto asystenmwith low butnon-zero
interferencea standardshortestpathalgorithmcanbe used,with
thecostof link (i, ) being

éi,j = Z Aqijk
k

(16)

where "
N i (T
Aq¢i =c' ( ’ d>
L'fi, 5]
(Note that, dueto the presencef interferencethe link costsare
nolongersymmetric:C}  # Ci ;.)
However, thisassumeshatthetotal changen A dueto thenewn
path, AA?, is small comparedo A. This approximationcan be
avoidedusingthealgorithmpresentedn thefollowing section.

(17)

C. Re-routing

In orderto investigatehe “optimal” routingfor amulti-hopcel-
lular network, it is usefulto be ableto take a particularnetwork
routing, with its associatedhterferencdevels,andproducea new



Algorithm 1. OFD (On-the-Fly Dijkstra)

Start from afeasibleconfigurationy
F + {bl, bz}
D + {ml,m2,. .. 7’r)’L]\/[}
Fori € D,j € F: CalculateQ(r*?) by (18),(5)
C_P.valid_flag + false
Repeat
N « argmin; (min.(Q(r"°)))
If Q(r™°) < Q(x™*°),Ym # N
F+ FU{N},D+ D\{N}
r < rhe
Recalculated,
Fori e D,j € F: CalculateQ(r*?) by (18),(5)
C_P.valid_flag + false
Else
If C_P_valid_flag= false
Fori € D withr; € F: CalculateCp, by (10)—(12)
C_P_valid_flag « true
Endif
N « argmiry(min(épi))
F+ FU{N},D+ D\{N}
Endif
Until D =0

routing with a lower total transmitpower. This operationpoten-

tially requiressubstantiathangego therouting, with consequen-

tial changesn A. Thusthelinearizedcostsof theprevioussection
cannotbe usedfor theentirere-routingoperation.Insteadwe pro-
posethe On-the-FlyDijkstra (OFD) algorithm,wherethe cost of
eachpathis determinedasit scanghe nodesn the network.

Dijkstra’s algorithm builds pathsonelink at a time. From a
“candidateset”, D, (which, in the wirelesscaseis the entire net-
work) it builds up a “confirmedset”, F', of nodesfor which the
shortespathto thedestinatioris known. At eachiteration,it trans-
fersto F' the nodein D with the lowestpathcostto the destina-
tion. Thisis repeatedintil all nodesarein the confirmedset,and
all shortespathsareknown.

The OFD algorithmstartswith aninitial routing configuration,
but the two basestationnodegblackandwhite) asthe only mem-
bersof the confirmedset. For eachnode N € D, andfor each
nodec € F, thetotal transmitpower of the network is calculated
undertheassumptiorthat V is re-routedvia ¢, insteadof r 5 of the
original routing, thatis, using

rV-e )t (18)
If ary of theresultingtotal transmitpowersis lower thanthe cur-
rentvalue,@(r¥'™) < Q(r), thentheassociatediode,N is added
to the confirmedset. If noneof the connectiongesultsin a re-
ductionin transmitpower, thena decisionmustbe madebetween
thoseN for which the changes zero,namelythoseN for which
ry € F. Thesenodesare evaluatedby how sensitve the total
transmitpower, @, is to theirload,ny. For eachN € D suchthat
rn € F,thetotaltransmitpoweris evaluatedwith loadny + 1 on
nodeN, andthe nodewith the lowestresultingpoweris addedto
the confirmedset. This canbeexpressedn Algorithm 1.

This procedureeither strictly reduceghe total transmitpower,

= (Tl,...,T'N_l,C,TN+1,..

orleavestheroutingunchangedThusrepeate@pplicationis guar
anteedo corverge. However, it will only corvergeto alocal opti-
mum.

The algorithmis centralisedn that the path gainsconnecting
every pair of nodesare known. Furthermore pathgainsare as-
sumednotto vary. By consideringcentralisedoutingwe cangain
insightinto the absolutdimits of the multi-hop approach.A real
routingimplementatiorwill necessarilype distributedandits per
formancein termof thetotal transmittecbower is boundedy that
of centralisedouting.

V. SIMULATION

The ability of OFD to improve the currentrouting was evalu-
atedby staticsimulations.Eachsnapshotonsistedf 12 mobiles
distributeduniformly on a disc arounda single basestation. The
load wasvariedby changingthe datarate,which wascommonto
all mobiles.The pathgainbetweemodeswas

T, j] =r""f,

wherer is the distanceseparatinghem,and f is log-normalshad-
owing with standardieviation 8dB. To modelthefactthatmobile
stationshave simplerdecodingcircuitry, they hadatarget E, /No
of 9dB, comparedwith 6dB for the basestation. The spreading
bandwidthwasW = 1.25 MHz andthe dataratewasvariedfrom
0.26t0 25.6Kbps.

For eachset of path gains,the total transmitpower was cal-
culatedundereachof the multi-hop routing strat@ies, and nor-
malisedby the power requiredto connectall mobilesto the base
stationdirectly. Dueto the popularityof least-losgouting, we at-
temptedo useit asabenchmarkHowever, asshovnin Fig. 3, the
least-losgouteoftenrequiresmorepower thandirectconnection,
andis often even infeasibledue to the extra interferencecreated
by therelays.(Notethatany non-zeroprobability of aninfeasible
configurationcauseghe average power to beinfinite.) This prob-
lem was overcomeby allowing eachmobile to connecteitherto
therelayonits least-losipathor to the basestation.An exhaustve
searchof the 2'2 possiblecombinationswas performed,andthe
least-paver configurationwastermedthe LLD configuration.The
routing algorithmstestedwere: LLD, OFD/LLD (startfrom LLD
and repeatedlyapply OFD until convergence),OFD/direct(start
with all mobilesconnectedo the basestationandrepeatedlyap-
ply OFD) andOFD/incrementa{add mobilesoneat a time, with
OFD appliedrepeatedlbetweereachaddition).

To minimisethe choiceof channehllocation,only two channels
wereusedandOFD wasnot permittedto changeheallocation,so
thatthe gainsreportedhereare conserative. For LLD, channels
were allocatedgreedily to balancethe numberof calls reaching
the basestationon eachchannel.For OFD/direct,a maximumcut
wasfound(seg[12]), andthenumberof callson eachchannewas
balancedverthenetwork.

The power reductionsaveragedover 5000—10000ndependent
snapshotareshavnin Fig. 4. As theload(interferencejncreases,
the total power will increasdn both single-and multi-hop cases.
It canbeseenthatLLD performswell only at very low load,i.e.,
in the noise-limitedcase. As the load increases] LD’ s perfor
mancedrops.Thisis becausé.LD only attemptgo re-directcalls
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Fig. 3. Feasiblesolutionsandpower reductionsn least-lossonfiguration.

to the basestation,andit doesnt re-organisethe tail of its least-
lost sub-trees.LLD’ s performanceémprovesonly whenthe load
approacheshe capacityof the single-hopsystem,where power
warfare occursin the single-hopcase[5]. The performanceof
LLD canbe furtherimprovedby OFD/LLD over the wholerange
of loads.Thebenefitof OFDis furthershovn by OFD/LLD-LLD,

andevenatvery low interferenceOFD alreadyprovidesimprove-
mentat a fasterrate. However, this rateis restrictedat very high
interference.

Thecomputationatomplexity of LLD is exponentiain network
size,which motivatesthe useof OFD with otherinitial configura-
tions. For moderatdoads,OFD/directachiezesa power reduction
betterthanLLD . However, for high datarates,the performance
dropssignificantly Thisis becaus®FD getstrappedn local min-
ima, wheremary mobilesarestill connectedlirectly to the base
stationand competefor high powers. This effect is magnifiedby
the higher E;, /N, target at the mobile stationreceiers, but still
occurseven with equalsensitvities. Theselocal optimamay be
escapedy, for example,startingfrom low Ej /Ny requirements
andgraduallyincreasinghemto thetrue hardwarerequirements.

Under high interference,A in (3) hasan eigervalue closeto
1, which meansthat the power control algorithm corvergesvery
slowly. Thus,whenincorporatingthe dynamicsof power control
into routing algorithm, onemay allow to re-routeconnectionbe-
foreits targetCIR is achieved(lower datarate). However, it is very
unlikely thatany operatomwill operatdts single-hometworksnear
capacitywheresevereinterferencecancausenstability. Thiswas
the motivationfor OFD/incrementalwhich performssignificantly
betterunderhigh interferencehanOFD/direct.

The average(over all snapshotspf the numberof hopsof the
longestpathandthe maximumnumberof calls relayedby a sin-
gle mobilewerebothmeasuredBoth of themdecreasedradually
asthe load increasedwith the exceptionof OFD/directat very
high load, wherethey droppedsignificantly as mostcalls remain
connectedo the basestation. This suggestghat at higherinter-
ferencelevel, networkstendto re-oiganisesothattraffic loadsare
balanced.
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Fig. 4. Powerreductionof all schemes.

VI. CONCLUDING REMARKS

Least-lostbasedrouting is optimal only in noise-limitederwvi-
ronments.This paperhascharacterisethe notionof link andpath
costsassociateavith wirelessroutingunderinterferenceThepro-
posedOFD routing schememanagego re-configurean existing
configurationinto amuchmorepower-efficient network.

The conceptbehind OFD can also be appliedto constrained
least-losdasedoutingalgorithm;e.g.,constraininghenumberof
hopsor numberof callsamobilemayrelay Researclis continuing
into this andthe implementatiorof OFD for multi-cell multi-hop
cellularnetworks.
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