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Abstract—In multihop cellular networks, mobileswith no goodpath to any

basestation may instead relay their calls thr ough other mobiles with better
propagationconditions. This can improve coverageand capacity, and reduce
the required total transmissionpower, but its effectivenessdependsgreatly on
the routing strategy used. This paper investigatesthe minimum possibleag-
gregatetransmit power in the presenceof interferencein a single-cellmultihop
cellular network. The new conceptof interference-sensitive link costsis intr o-
duced,and is shown to perform substantially better than routing basedsolely
on path loss,which is optimal in the noise-limitedcase.

I . INTRODUCTION

Encouragedby the increasingpopularity of ad-hocnetworks,
therehasbeeninterestin incorporatingtheirmulti-hopnatureinto
cellularnetworks. This is theconceptbehindOpportunityDriven
Multiple Access(ODMA) proposedin 3GPP[1], and is known
within themobileVCE in theUK asintelligentrelaying[2]. Pro-
viding a relayingcapability in next-generationad-hocGSM (A-
GSM)is alsounderstudy[3]. For datanetworks,multihopcellular
networkshavealsobeenproposedin [4].

The capacity, coverageand power requirementsof a network
dependheavily on the mutual interferencebetweennodes.Thus,
it is necessaryto understandthepropertiesof the topologywhich
minimisesthetotal transmitpower in thepresenceof interference.
Finding a suitablerouting strategy is still an openproblem. This
problemiscomputationallyintractableandheuristicalgorithmsare
mainly used.This papertakesthe conceptof joint power control
andcell-siteselectionin spread-spectrumcellularnetworks[5] and
combinesit with a path-orientedminimum power routing algo-
rithm. Theresultingroutingis thencomparedwith thecommonly
usedalgorithmbasedon simply minimisingpathloss[6,7].

Multihop cellular networks and relatedrouting techniquesare
reviewedin SectionII. SectionIII presentsa network modeland
definesthe routing problem. SectionIV investigatesthe power
requiredto transmita call over a link in thepresenceof low level
interference.This givesrise to a new heuristicrouting algorithm
for minimising the total transmitpower of a network. Simulation
resultsverifying the effectivenessof this algorithmarepresented
in SectionV.

I I . MULTIHOP CELLULAR NETWORKS

Multihop cellularnetworksrequirelesstransmitpowerthansin-
gle hop cellular networks, which increasesbattery life. More-
over, the coverageis improvedby allowing a mobile in a propa-
gationdeadspotto berelayedby its neighbours.Thirdly, lesstotal
transmissionpower leadsto lessinterference,potentiallyincreas-
ing the capacity. The above characteristicsarewell-suitedto the
conceptof self-organisingfor futurecellular networks [2], which
minimisesdesigncosts.

Significantimprovementin therequiredpowertransmissionand
coverageare demonstratedin [6], basedon empirical path loss
characteristics.In [8], increasedcapacityis reportedfor a time-
slotted code division multiple access(CDMA) network. It is
observed in [7] that the coverageof ODMA increasesat much
fasterratethanthatof single-hopcasewhenthequality-of-service/
traffic-loadis reduced.

Although employing relayingreducesthe averagebatterycon-
sumption,thosemobileswhichactasrelaysmayactuallybeworse
off, andthe issueof fairnessmustbe addressed.Moreover, more
processingandsignallingoverheadwill berequiredin thesystem.
However, theseproblemscanbeaddressedwithout removing mul-
tihop’s intrinsic benefits.

Multihop cellularnetworksrely heavily on goodrouting. In [6,
7], theroutingaimsto minimisethesumof thepathlosses,subject
to a constrainton the hopcount. In a noise-limitedenvironment,
minimising the pathlossis optimal. However, whenthe interfer-
enceis significant,localcongestionmayoccurwhich canincrease
the total transmitpower unboundedly. In [8] the pathwith mini-
mumaggregatepower is selectedfrom a pool of candidatepaths,
but it is not clearhow the algorithmperformsin the presenceof
interference.

Onepaperwhichdoesconsiderinterferenceis [9]. It proposesa
joint routingandchannelassignmentalgorithmwhichaimsto min-
imise the total power in the presenceof interference.It assumes
thateachcall’s pathandchannelarefixedafteradmission,but se-
lectsthe channelandpathfor new calls in orderto minimisethe
totalpowerrequirements.In contrast,thepresentpaperseeksto re-
arrangeafixedsetof callsin orderto minimisethetransmitpower
without changingtheexisting channelassignment.In [10], which
appearedafter the presentresearchwascompleted,interference-
basedODMA wasproposed,but its interference-awareroutingal-
gorithmwasnot explicitly described.

I I I . MODEL AND PROBLEM DEFINITION

This work investigatesthe optimal and centralisedrouting al-
gorithm for an uplink connectionin a single-cellCDMA multi-
hop network. Thereare � mobile stations,eachof which must
establisha pathto a singlebasestation � . Fig. 1 shows a snap-
shotat a particularinstanceof multihop arrangement.Let traffic
destinedfor thebasestationbecalled“uplink” traffic. Becausea
relayingmobile mustsimultaneouslytransmitandreceive uplink
traffic, the uplink requiresat leasttwo channels,eithertime-slots
or frequency bands.Somemobilesmusttransmiton thefirst and
receive on the second,andfor somethis is reversed.This classi-
fication is shown in Fig. 1 by black andwhite nodes. The base
stationitself is able to receive connectionssimultaneouslyusing
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Fig. 1. An instanceof multihoparrangement.

thosetwo channels;hence,it is representedby two differentcolour
nodes. In orderto focuson routing aspects,this paperconsiders
only simplechannelallocationandtheminimumof two channels.
Let ��� ���
	��
��������	����
���
����� � be thesetof all nodesin thenet-
work, where

��	
and

���
arethe two received channelsat the base

station,and
���

, ����� �
���
��� � are the � mobile stationswith
their respectivereceivedchannels.

Mobile station
� �

transmitsatpower � � , andis receivedatnode 
at strength� �"!$# � �  &% , where

!'# � �  &% is thepathgainbetweennodes� and
 
. Note that

!$# � �  &% �)( if nodes � and
 

have the same
colour; that is, thechannelsareorthogonal.Receiver

 
is subject

to thermalnoiseof power *,+ , where + is thespreadbandwidth,
and * is thenoisepowerspectraldensity. In Fig. 1,

�.-
’s signalis

receivedat
���

, with thermalnoiseandinterferencefrom
��	

,
��/

,��0
,
�.1

, and
� 	32

.
Let 4 � be the intendedreceiving nodeto which node � is trans-

mitting. Thevector 5 specifiestherouteof all calls.Thecarrierto
interferencedensityratio for node� is then687:9 �
; 5�<=� +>� �?!$# � � 4 � %@BA�CD � � A !'#  � 4 � %,E * # 4 � % + �

(1)

where* # 4 � % is thethermalnoisedensityat 4 � . 687:9 � is givenin Hz
to show theeffective bandwidthor quality of serviceachievedby
node� .

It is assumedthateachmobilestationmusttransmitdatato the
basestationat the samerate, requiringCIR of F . If node � car-
ries aggregatetraffic from G � sources,its requiredCIR becomes687:9 � �HG � F , dueto thereducedspreadingfactor. No constraints
arecurrentlyimposedon thenumberof hops,thenumberof calls
a mobile may relay, or resourcesavailablein eachnode. This is
alsoillustratedin Fig. 1.

Giventhat thequality of servicerequirementof eachuseris F ,
thentheallocationof power � to solve the � linearequationsim-
plied by

687I9 � �JG � F is givenby [5]K � ; 7MLON <�P 	�Q � (2)

where
7

is the �SRT� identitymatrix,
N

is the �SRT� normalised

I2 I3

1 2 3

Fig. 2. Threecolinearnodesin amultihopnetwork.

pathgainmatrixdefinedby

N �VU A ; 5�<$� WX Y G � F+
!$#  � 4 � %!'# � � 4 � % when

 �Z�J� ,( when
 �J� (3)

and
Q

is the �[R\� vectordefinedby� � ; 5�<$� * # 4 � % G � F!$# � � 4 � % � (4)

Thevector K specifiesthepower allocatedto eachnode � for one
particularroutingarrangement.Thesetof powerallocationis fea-
sible( � �^] ( �`_ � ) if thedominantpositive eigenvalueof matrix

N
is lessthan � .

Theobjectiveis thento find apath, a � , for eachuser, � , minimis-
ing thecost,definedasthetotal transmittedpowerb �dc � � � � (5)

Theroutingproblemis thenbasedon thefully connecteddirected
graphef� ; � �
g < inducedby thenodes.Associatedwith eachver-
tex � is thepower � � andoneof thetwo possiblereceivedchannels;
andeachedge hji g is associatedwith the weight that depends
onthepropagationandinterferencein awaywhichdependsonthe
routingmethodused.This is describedin thefollowing section.

IV. PATH AND L INK COSTS

Due to non-linearityof pathloss,in the orderof k Pml where k
is the distanceand GHnpo , it is generallymorepower-efficient to
breaka longertransmissionpathinto severalshorterpaths.How-
ever, thisneednotbesowhenreceiversarenot identical.Consider
two casesfor Fig. 2: (a) nodes1 and2 transmitdirectly to node3
with powers � 	�/ and � �q/ , or (b) node1 forwardsto node3 with
power ��r	��ts � 	�/ , andnode2 sendsboth its own dataandthatof
node1, with power ��r�q/ ] � �q/ . Total power

b r is only lessthan
totalpower

b
if
; ��r	�� E ��r�q/ < s ; � 	�/ E � �q/ < . Thisdependsonthein-

terferenceandreceivernoise,
7 �

and
7 /

, andhow efficiently node2
transmitscombineddata.Theoptimisationcriterionmusttakethis
into account.

This paperwill considerthreescenarios:Purelynoise-limited,
addingapathwith low interference,andre-routinganexistingnet-
work with interference.

A. Purely noise-limited

A purelynoise-limitedenvironmentis onein which
; 7mLuN <wv 7 .

By (2), the transmitpower is K v Q , which dependsonly on the
pathgains

!
and the numberof calls being transmittedby each

node,G � .



Recallthat G � callsaretransmittedfrom node � to node 4 � , and
let thepathof a mobile, a , be thesetof links over which its data
is carried.Thetotal transmittedpower in thenetwork is thenb ; 5�<x� c � � � ; 5�<$� c � G � F * # 4 � %!$# � � 4 � % (6)

� cqy cz �VU {`|~}3� y F�*
# 4 � %!$# � � 4 � % (7)

� c y cz �VU {`|~}3� yM� � ��{�| (8)

where � � ��{ | ��� �3� G � is the transmitpower from node � percon-
nectioncarried. That is, the total power is simply the sumof the
powersusedby eachorigin/destinationpair (path),and the total
powerof eachpathis simply thesumof thecostsof thelinks. This
allows the minimum power routing to be expressedasa shortest
pathalgorithm,wherethecostof thelink betweennodes� and

 
is6 �~U A � � � � A � F�* #  &%!$# � �  &% � (9)

Thusa standardshortest-pathalgorithm,suchasDijkstra’s algo-
rithm, can be usedwith costs � � ��{�| . Moreover, if the thermal
noise,* , is assumedto beequalat all nodes,thentheshortestpath
is simply thatwhichminimisesthesumof thetransmissionlosses,� � !'# � �  &% , overall links

; � �  < in thepath.Notethattheselink costs
aresymmetric:

6 �~U A � 6 A U � .
B. Low interference: New paths

Although the “least loss” path requiresthe minimum transmit
powerwhenthereis no interference,it is oftenfar from optimalin
thepresenceof interference;it oftenrequiresmorepowerthancon-
nectingall mobilesdirectly to the basestation,andis sometimes
even infeasible. When interferenceis not negligible, the change
of power causedby a link carryingoneextra call is not assimple
as(9) This is becauseeachtransmitteradjustsits power in accor-
danceto thereceiving end’s interferencelevel. FromFig. 2, it can
beseenthat thechangein � 	 and � � dependson interferencelev-
els
7 �

and
7 /

, which themselvesdependon how othernodesreact
to the changein � 	 and � � . For illustration, considerFig. 1, and
let
���

transmitan extra call to berelayedby
� -

. This extra call
requires

� �
and

�.-
to increasetheir powers, � � and � - . The in-

creaseof interferencelevel will forcetheothermobilesto increase
theirpowersin orderto satisfytheir

687:9
s1. In theworstcase,no

feasiblepower allocationexists, and the network is heavily con-
gested. The level of global congestioncan be measuredby the
dominantpositiveeigenvalueof matrix

N
[11], but no information

canbeinferredaboutthelevel of congestionin a particularpartof
thenetwork.

However, it will turn out that, given an existing configuration,
it is meaningfulto talk aboutthe cost of an entirepath. In this
section,we assumethat interferenceis non-zerobut “small”, per-
mitting a linearizationof (2). Expanding(2), the changeof total
powerby addingonecall on apath a � is�6 y | �Hc����� � � � (10)

where �� � � is thechangein thetransmitpowervector,

�� � � � ; 7MLON <�P 	 � Q � E ; � ; 7MLON <�P 	 < � QE ; � ; 7�L�N < P 	 < � � Q�� � (11)

Here � Q � is a vector given by � Q � � ��F�* # 4 � % � !'# � � 4 � % when; � � 4 � <wi�a � and ( otherwise.
From (3), the changein matrix

N
when an additionalcall is

addedto path a � is � N � , with
���

th element

� N � ��� ; 5�<$� WX Y F+
!'# � � 4 � %!'# � � 4 � % ; � � 4 � <�i.a � and

� Z� �( otherwise
(12)

Assumingthat � N � is small comparedwith
7�LHN

, the matrix; � ; 7MLON < P 	 < � canbelinearizedas

� ;�; 7MLON < P 	 < � v ; 7�LON < P 	 � N � ; 7MLON < P 	 (13)

Furtherlinearizing(11)gives

�� � � v ; 7�L\N <�P 	 � Q � E ; � ; 7MLON <�P 	 < � Qv ; 7�L\N < P 	 ; � Q�� E ; � N � < ; 7MLON < P 	 Q <� cz A U � }�� y |��
A�� F�* # � %!$#  � � % E ��� A������

� cz A U � }�� y |¡ � � A
�

(14)

where � A is the
 
th columnof

; 7¢LBN < P 	 , � � ; 7¢L£N < P 	 Q and��� A is avectorwhose
�
th element,

� Z�  , is

��� A � ; 5�<'� F+
!$# � � 4 A %!'#  � 4 A % � (15)

with ��� AA �¤( .
Thus,whenaddinganew pathto asystemwith low but non-zero

interference,a standardshortestpathalgorithmcanbeused,with
thecostof link

; � �  < being�6 �VU A � c �  � � � A � (16)

where  � � � A � � � � * #  &%!'# � �  �% E ��� �
�
� � �

(17)

(Note that, dueto the presenceof interference,the link costsare
no longersymmetric:

�6 A U � Z� �6 � U A
.)

However, thisassumesthatthetotal changein
N

dueto thenew
path, � N � , is small comparedto

N
. This approximationcanbe

avoidedusingthealgorithmpresentedin thefollowing section.

C. Re-routing

In orderto investigatethe“optimal” routingfor amulti-hopcel-
lular network, it is useful to be ableto take a particularnetwork
routing,with its associatedinterferencelevels,andproducea new



Algorithm 1. OFD (On-the-Fly Dijkstra)

Start from a feasibleconfiguration,5¥f¦ ���
	��
��� �§�¦ ��� 	 �q� � �
���
�
�q� � �
For �$i § ,

 i ¥ : Calculate
b ; 5 �~U A < by (18), (5)

C P valid flag
¦

false
Repeat¨ ¦

argmin
� ;~©¢ª�«­¬�; b ; 5 �~U ¬ <q<�<

If
b ; 5�® U ¬ < s b ; 5�¯ U ¬ < , _¡� Z� ¨¥f¦°¥²± � ¨ � , §�¦³§µ´ � ¨ �5 ¦ 5�® U ¬
Recalculate

N
, K

For �$i § ,
 i ¥ : Calculate

b ; 5 �~U A < by (18), (5)
C P valid flag

¦
false

Else
If C P valid flag= false

For �'i § with 4 � i ¥ : Calculate
�6 y |

by (10)–(12)
C P valid flag

¦
true

Endif¨ ¦
argmin

� ;~©¢ª�«�; �6 y | <�<¥f¦°¥²± � ¨ � , §�¦³§µ´ � ¨ �
Endif

Until
§ �H¶

routing with a lower total transmitpower. This operationpoten-
tially requiressubstantialchangesto therouting,with consequen-
tial changesin

N
. Thusthelinearizedcostsof theprevioussection

cannotbeusedfor theentirere-routingoperation.Instead,wepro-
posethe On-the-FlyDijkstra (OFD) algorithm,wherethe costof
eachpathis determinedasit scansthenodesin thenetwork.

Dijkstra’s algorithm builds pathsone link at a time. From a
“candidateset”,

§
, (which, in thewirelesscase,is theentirenet-

work) it builds up a “confirmedset”,
¥

, of nodesfor which the
shortestpathto thedestinationis known. At eachiteration,it trans-
fers to

¥
the nodein

§
with the lowestpathcostto the destina-

tion. This is repeateduntil all nodesarein theconfirmedset,and
all shortestpathsareknown.

TheOFD algorithmstartswith an initial routingconfiguration,
but thetwo basestationnodes(blackandwhite) astheonly mem-
bersof the confirmedset. For eachnode

¨ i § , and for each
node ·¢i ¥ , the total transmitpower of thenetwork is calculated
undertheassumptionthat

¨
is re-routedvia · , insteadof 4 ® of the

original routing,thatis, using5 ® U ¬ � ; 4 	��
���
�
� 4 ® P 	�� · � 4 ®�¸ 	��
�
���
� 4 � <`¹ � (18)

If any of theresultingtotal transmitpowersis lower thanthecur-
rentvalue,

b ; 5�® U ¯u< s b ; 5�< , thentheassociatednode,̈ is added
to the confirmedset. If noneof the connectionsresultsin a re-
ductionin transmitpower, thena decisionmustbemadebetween
thosë for which thechangeis zero,namelythosë for which4 ® i ¥ . Thesenodesare evaluatedby how sensitive the total
transmitpower,

b
, is to their load, G ® . For eacḧ i § suchthat4 ® i ¥ , thetotal transmitpower is evaluatedwith load G ® E � on

node
¨

, andthenodewith the lowestresultingpower is addedto
theconfirmedset.This canbeexpressedin Algorithm 1.

This procedureeitherstrictly reducesthe total transmitpower,

or leavestheroutingunchanged.Thusrepeatedapplicationis guar-
anteedto converge.However, it will only convergeto a localopti-
mum.

The algorithm is centralisedin that the path gainsconnecting
every pair of nodesare known. Furthermore,pathgainsareas-
sumednot to vary. By consideringcentralisedroutingwecangain
insight into the absolutelimits of the multi-hop approach.A real
routingimplementationwill necessarilybedistributedandits per-
formancein termof thetotal transmittedpower is boundedby that
of centralisedrouting.

V. SIMULATION

The ability of OFD to improve the currentrouting wasevalu-
atedby staticsimulations.Eachsnapshotconsistedof 12 mobiles
distributeduniformly on a discarounda singlebasestation. The
loadwasvariedby changingthedatarate,which wascommonto
all mobiles.Thepathgainbetweennodeswas!'# � �  �% �²4:P­º�» �
where4 is thedistanceseparatingthem,and » is log-normalshad-
owing with standarddeviation8dB. To modelthefactthatmobile
stationshave simplerdecodingcircuitry, they hada target

g½¼�� ¨ 2
of 9dB, comparedwith 6dB for the basestation. The spreading
bandwidthwas +x�p� � o&¾ MHz andthedataratewasvariedfrom
0.26to 25.6Kbps.

For eachset of path gains, the total transmitpower was cal-
culatedundereachof the multi-hop routing strategies, and nor-
malisedby the power requiredto connectall mobilesto the base
stationdirectly. Dueto thepopularityof least-lossrouting,we at-
temptedto useit asabenchmark.However, asshown in Fig. 3, the
least-lossrouteoftenrequiresmorepower thandirectconnection,
and is often even infeasibledue to the extra interferencecreated
by therelays.(Notethatany non-zeroprobabilityof aninfeasible
configurationcausestheaverage power to beinfinite.) This prob-
lem wasovercomeby allowing eachmobile to connecteither to
therelayon its least-lostpathor to thebasestation.An exhaustive
searchof the o 	�� possiblecombinationswasperformed,and the
least-powerconfigurationwastermedtheLLD configuration.The
routingalgorithmstestedwere: LLD, OFD/LLD (startfrom LLD
and repeatedlyapply OFD until convergence),OFD/direct(start
with all mobilesconnectedto the basestationandrepeatedlyap-
ply OFD) andOFD/incremental(addmobilesoneat a time, with
OFDappliedrepeatedlybetweeneachaddition).

To minimisethechoiceof channelallocation,only two channels
wereused,andOFDwasnotpermittedto changetheallocation,so
that the gainsreportedhereareconservative. For LLD, channels
were allocatedgreedily to balancethe numberof calls reaching
thebasestationon eachchannel.For OFD/direct,a maximumcut
wasfound(see[12]), andthenumberof callsoneachchannelwas
balancedover thenetwork.

The power reductionsaveragedover 5000–10000independent
snapshotsareshown in Fig. 4. As theload(interference)increases,
the total power will increasein bothsingle-andmulti-hop cases.
It canbeseenthatLLD performswell only at very low load, i.e.,
in the noise-limitedcase. As the load increases,LLD’ s perfor-
mancedrops.This is becauseLLD only attemptsto re-directcalls
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Fig. 3. Feasiblesolutionsandpower reductionsin least-lossconfiguration.

to the basestation,andit doesn’t re-organisethe tail of its least-
lost sub-trees.LLD’ s performanceimprovesonly whenthe load
approachesthe capacityof the single-hopsystem,wherepower
warfare occursin the single-hopcase[5]. The performanceof
LLD canbefurther improvedby OFD/LLD over thewholerange
of loads.Thebenefitof OFDis furthershown by OFD/LLD-LLD,
andevenat very low interferenceOFD alreadyprovidesimprove-
mentat a fasterrate. However, this rateis restrictedat very high
interference.

Thecomputationalcomplexity of LLD is exponentialin network
size,which motivatestheuseof OFD with otherinitial configura-
tions. For moderateloads,OFD/directachievesa power reduction
betterthanLLD . However, for high datarates,the performance
dropssignificantly. This is becauseOFDgetstrappedin localmin-
ima, wheremany mobilesarestill connecteddirectly to the base
stationandcompetefor high powers. This effect is magnifiedby
the higher

g½¼�� ¨ 2
target at the mobile stationreceivers,but still

occurseven with equalsensitivities. Theselocal optimamay be
escapedby, for example,startingfrom low

g ¼ � ¨ 2
requirements

andgraduallyincreasingthemto thetruehardwarerequirements.
Under high interference,

N
in (3) hasan eigenvalue close to

1, which meansthat the power control algorithmconvergesvery
slowly. Thus,whenincorporatingthe dynamicsof power control
into routing algorithm,onemay allow to re-routeconnectionbe-
foreits targetCIR is achieved(lowerdatarate).However, it is very
unlikely thatany operatorwill operateits single-hopnetworksnear
capacitywheresevereinterferencecancauseinstability. This was
themotivationfor OFD/incremental,which performssignificantly
betterunderhigh interferencethanOFD/direct.

The average(over all snapshots)of the numberof hopsof the
longestpathandthe maximumnumberof calls relayedby a sin-
glemobilewerebothmeasured.Bothof themdecreasedgradually
as the load increased,with the exceptionof OFD/directat very
high load, wherethey droppedsignificantlyasmostcalls remain
connectedto the basestation. This suggeststhat at higher inter-
ferencelevel, networkstendto re-organisesothattraffic loadsare
balanced.
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VI. CONCLUDING REMARKS

Least-lostbasedrouting is optimal only in noise-limitedenvi-
ronments.Thispaperhascharacterisedthenotionof link andpath
costsassociatedwith wirelessroutingunderinterference.Thepro-
posedOFD routing schememanagesto re-configurean existing
configurationinto a muchmorepower-efficientnetwork.

The conceptbehind OFD can also be applied to constrained
least-lossbasedroutingalgorithm;e.g.,constrainingthenumberof
hopsornumberof callsamobilemayrelay. Researchis continuing
into this andthe implementationof OFD for multi-cell multi-hop
cellularnetworks.
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