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Abstract— Peer-to-peer (P2P) file distribution is a scalable Several papers have explored performance of P2P net-
way to disseminate content to a wide audience. This paper works [1], [8], [13], [15]-[17], [21], [23], [25]. Several fo
presents an algorithm by which download times are sequently these deal with optimal scheduling algorithms. For example

minimized; that is, the first peer's download time is minimized, . . .
and subsequent peers’ times are minimized conditional on Mundinger et al. [16], [17] characterize the problem of file

their predecessors’ times being minimized. This objectivgives Sharing in networks with heterogeneous upload capacities
robustness to the file distribution in the case that the netwk  and discrete file divisions. They also explore initial réstor

may be partitioned. It is also an important step towards the cases where the file to be shared can be divided into infinitely
natural objective of minimizing the average download time, ¢4y pieces. Another example is [8] which discusses optima

which is made challenging by the combinatorial structure ofthe tratedies for file distributi h ltiole cl of
problem. This optimality result not only provides fundamental strategies for file distribution when multple classes se

insight to scheduling in such P2P systems, but also can serve Vice exist. Recently, Mehyar et al. [15] extended Mundirger
as a benchmark to evaluate practical algorithms and illustate  upload-constrained result and look at average finish time

the scalability of P2P networks. problems. They provide solutions for all cases in which
the number of nodes is three or less, as well as solutions
|. INTRODUCTION to a special class of larger cases. Building upon all this

work while identifying new inductive structures and using

Peer-to-peer (P2P) networking utilities are among theew techniques such as water-filling, this paper provides a
most frequently used applications on the Internet and havemplete explicit algorithm to minimize average finish time
often been observed to consume large fractions of availabith an arbitrary number of peers.
Internet bandwidth. In fact, studies [19], [20] have shown The main difficulty of the design of optimal file-
that upwards oft5% of Internet traffic can be attributed to distribution algorithms is the need to keep track dta
P2P applications. They have also generated a great deali@éntity. In other words, a node must receive a whole file,
research activity in the last couple of years; see e.g.[¢R]- rather than just an amount of data equal to the file size
[8], [12], [20], [22], [24] and the references therein. which could include much duplication. This complicates the

The fundamental advantage of peer-to-peer architecturppoblem of how a node should choose to send a piece
compared with classic client-server architectures isrtheof data from “who most needs thiamountof data?” to
scalability. As every peer is both a client and a server dwvho most needs thiparticular pieceof data?” Ignoring
the same time, a P2P network can potentially distribute dathis constraint significantly reduces the complexity of the
to a large number of peers in a much shorter period of tim@roblem [18] but results in unrealistic results. In general
This paper considers a classical situation, in which a fite is how the overall network benefits from the decision to send a
be distributed as quickly as possible to a known set of peengarticular piece of data to a particular node depends on the
This can be used as a basic model for many scenarios suctoasimality criterion, as well as the physical constrainftshe
distributing a software patch to an existing subscribeeblis nodes involved.
is also a standard model used to illustrate the scalabifity o This paper is a step towards addressing the problem of
P2P networks [9], in which one can calculate the amoumtesigning explicit file dissemination scheduling algarith
of time needed to distribute a file of certain size to allwhich provably minimize average finish time. To overcome
peers under both P2P and client-server architectures. Ttiee above mentioned difficulty, our overall strategy is to
calculation is typically done using the last finish time ngtr use an intermediate step by introducing another concept
which is defined to be the time when the last peer gets tein-min time), which has an inherent inductive structure
complete file. Another natural fundamental metric is averaghat facilitates algorithm design. This sub-problem is of
finish time, which is the sum of finish times of all peersindependent interest when there is a chance that the network
divided by the number of peers. However, minimizing itwill be partitioned by network failures; by minimizing the
brings significantly more analytical challenges and thisggza time until another node has an entire copy of the file,
is devoted to the intermediate step of finding an explicithis schedule improves the probability that all nodes will
scheduling procedure to sequentially minimize the dowshloaeventually be able to recieve the complete file [11].
times. The paper is organized as follows. Section Il reviews the



solution that achieves the optimal last finish time and thesum rate of any uploads from each node must be no greater
formulates the min-min and average finish time problemshan that node’s given upload capacity. Mathematically,
After that, we present the main result in section Ill, where N

an exp!|C|t solution to achieve thg pptwpal min-min times Z”z‘j (t) < C; Vit

is provided, along with a water-filling interpretation. We
conclude in section IV and discuss some possible integestin

j=1
The “data identity” constraint can now be expressed as

extensions. i ]
e R;j(t,t+7) C F;(t+7) (received data constraint; can
Il. PROBLEM FORMULATION only send data already received)
A. Model and notation e R;i(t,t+7)NF;(t) =0 (only receive new data)

Rij(t,t+7) N Ryj(t,t+7) =0 Vi# k (only receive
non-duplicate data)
r;:(t) = 0 (a node can’t send data to itself)

Consider a single node, referred to as the server, which®
needs to distribute a file of sizZé”| to V peer nodes. The
sys_tem is assumed to be churn-free, in that peers ne|Fher_ Fi(t) = Uj-\io Ri;(0,1), whence
arrive nor leave. We assume that there are no topological 417.(0)| i*ZN ris(t) Vit
constraints; each node, including the server, can communi-* @t !" 731 = Zui=0 i Bt
cate with each other node with no bottlenecks other thaB. Average Finish Time
the nodes’ upload constraints. Finally, the file can be bmoke \ye first briefly review the problem of minimizing the last

into infinitesimally small pieces; thus, there is no forwal  finish time (the time for all nodes in the network to receive
delay, and a node can immediately relay what it receives {fe entire file). Clearly, this time7;, can't be less than

another node. _ _ |F'|/Co, which is the time it takes for the server to send
This paper uses the following notation: the file to one recipient, or less than the time it would take
« |F|: size of the file to share the file with all nodes if every node in the network
o Fj(t): portion of the file that peei has at timet was fully utilized for all time,N|F|/C. Formally,

o |F;(t)|: size of that portion

« N:total number of peer nodes (not including the server) Tt 2 max(|F|/Co, N|F|/C) 1)

« Co: server upload capacity Mundinger et al. [16] show that this lower bound is tight by

+ C;: nodei UP]|V030| capacity’y > Cy > ... > Cy looking at the following two possibilities.

« C=0Co+> 2, C; total system capacity 1) Case 1 - Fast ServeivhenCy > S°~ ., C;/(N — 1),

« R;;(t,t + 7): data sent from nodé to node; in the each peer is assigned server capacity of €416 N —1), and
interval (¢, ¢ + 7). each peer can then re-upload to the remainihg 1 peers

o 1i(t) = &|Ri;(0,1)|: rate at which node sends to at rateC; /(N — 1). The excess capacity is shared equally.
node; at time¢ This results in each peer receiving total capacityN on

« Finish timet; for peeri: the smallest with [Fi(t)| =  the time interval(0, T7).
|F| 2) Case 2 — Slow ServeWhenCy < S°N ., C; /(N —1),

« |F|/Co — bottleneck time: the time it takes for one nodehe server can allocate to each pé@n upload rate of
to directly receive the entire file from the server, and a c.c
10

lower bound on the time for all nodes to receive the file

N

We consider an upload-constrained scenario in which each ijl Cj
node can receive information with unlimited data rate, bet t which does not exceed that peer’s upload capacity. Each node
can forward on what it receives to every other peer; thus,
each peer effectively receives at ratg from the server.

It turns out that forcing all the nodes to finish receiving
the file at7; might artificially limit the performance of
the network by other metrics. In other words, by allowing
small increases iff;, > T}, we can potentially substantially
decrease the average finish tif¢,, and thus improve the
overall performance of the network. This is illustratedwit
the following simple numerical example.

Example 1: Potential improvement over minimizing last
finish time.

Let N = 4,With CO =12, Cl =0, 02 =4, 03 =2, C4 =
1, and|F| = 144. We calculate the optimal last finish time
T} and the optimal average finish tim&,. The results are
Fig. 1. A diagram showing the constraints on communicatietween ~SUmmarized in Fig. 2. By allowing a very small upward shift
nodes in a 3-node plus server configuration. The dashed féqeesent the in finish time ¢4, substantial improvements in other finish
sum rate constraints> i’ 7:;(t) < Ci Vi. times can be achieved. For example, with the selected set




of upload capacities and specified file size, an average finigtine last six constraints in the above optimization). Ineyah

time decrease a28.9% corresponds to 8.91% increase in
last finish time.

similar optimizations can be written for largey, but the
number of variables and constraints grows exponentiallly wi

It is now clear that the average finish time is an importarthe size of the problem. This difficulty motivates us to look

performance metric. Formally, we have

N
Zi:l ti
=~

Ta= 2

In general, to minimize the average finish time, we want"

for inductive structures which allows us not to optimize all
data pieces at the same time. The min-min times that will
be introduced in section II-C serve this role.

Min-Min Times

to maximize the rate at which information is exchanged in The min-min time sequentially minimizes the individual
the network for all times, and attempt to minimize the finisHinish times. Besides its relation to the optimal averageffini
times of nodes with high capacity as quickly as possibldime, it is also of independent interest, since minimizihg t
However, due to the combinatorial structure of the probleraiompletion times of early flows improves the robustness to
and especially the data identity constraint, it is hard evegiisconnection of the network [11].

to write down the optimization problem for general case. Formally, letz; be the finish time of peei under rate

The following example illustrates this difficulty with a wer
simple 2-peer network.

Example 2: Direct minimizing average finish time for a two-
peer network.

schemes.
o Let S; be the set of schemes which minimize time
e Let S;;1 be the set of schemes which minimize the
i + 1st finish time, given that all previous finish times

Consider the 2-peer case, we can set up a linear program are minimized.
which optimizes the average finish time by adjusting thessizéA scheme ins € Sy is said to achievenin-min timesand
of the blocks of data the nodes send to each other in eatlte timest; are called the min-min times.

time interval within the constraints of the problem.

min 11 +t2
Ro1,Ro2,R12
subjectto ¢ = [Ro1(0,1)|/(ACo)

to =t1 4+ (|Ro1(0,t1)| — |R12(0,¢1)]
3 |Ro1(0,t1) N Ro2(0,t1)])
(C1+ Cop)
A = |Ro1(0,t1)[/(|Ro1(0,t1)[ + [Ro2(0, t1)|)

|Ro1(0,¢1) U Rp2(0,¢1)| = | F|
|R21(0,21)] < Caty

|R12(0,t1)| < City

|Ro1(0,t1)| + |Ro2(0,t1)| = Coty
|R21(0,t1)] = |Ro2(0,t1)\ Ro1(0, 1)|
|R12(0,t1)] < [Ro1(0, 1)

The inductive structure imposed by sequential minimiza-
tion allows us to find an explicit schedule to achieve min-
min times. This will be shown in section Ill. Before delving
into our main results, we introduce the useful concept of
multiplicity [15], which will be used to classify problems.
Define multiplicity, M, as the maximum number of nodes
which can receive a file with siz&F'| in bottleneck time
|F'|/Cy. The following lemma is proved in [14].

Lemma 1:Let M be the largest value df such that there
exists a schedule with

|F|
E LI
(Co

Then M is the largest integer such that

M N oo
COSZ +ZMZ
i—1

M+1
IIl. SCHEDULING TO ACHIEVE MIN-MIN TIMES

>—E Vi < K.

Ci
M-1

®3)

Here the data identity constraint forces us to keep track of

the sizes of many distinct pieces of data even when: 2

Finish time

2 3
Node index (i)

Fig. 2. Results for theV = 4 case, withCy = 12, C; = 6, C2 = 4,
C3 =2,C4 =1, and|F| = 144. T4 is the associated average finish time,
and T} is the optimal last finish time.

When the multiplicity M = N, all nodes can finish by
|F'|/Cy using the schedule reviewed in section 11-B. We now
study optimal schedules for the remaining cases< N).

The main difficulty in achieving min-min times is when
we try to minimizet;, how to use the extra capacities of
some peers. It will be shown that they only need to minimize
t;+1. In other words, scheduling for more than one step
ahead is not useful. Another difficulty is how to schedule all
peers to minimize; given they all have different capacities
C;. A “water filling” technique will be used to decide
optimal scheduling for all peers. The potential contribo§
of finished nodes to the next finishing node can be thought
of as “water”, and the data scheduled to be shared by other
nodes forms an uneven floor.

This is illustrated in Fig. 3(a). During the interval
(ti—1,t;), the jth column has widthC';, and areaF; (¢1) \



F;(ti—1). Thus, the depth is the minimum time it would takes.t.

for node; to upload all of the data it could to node C; C;
<M< — Vi>M+2

Note that the set¥;(¢1) \ F;(t;—,) are disjoint forj > M+1 M
i. (This will be guaranteed by our scheduling algorithm.) N Chrs1 M C,;
Thus, the region in columng> i is exactly the data which _ Z Ai=Co — M Z M—1
must be transmitted to nodein the interval(t;_1,t;), and i=M+2 =1
the question is who should transmit what to minimize this (M + DA — G >
interval. If the server and completed nodes did not send any Ci N
further data to node, the maximum depth is the minimum T M O+ (M +1) Z?LMH i — Zf;Mﬁ C;
possible value of; —¢;_; (column N in Fig. 3). The optimal C— Crsr

way is to let noded) < j < i send the shaded data in i ) i
Fig. 3(b), equalizing the finish timels — t;_1 = |F;(t1) \ The following the.orem chargcterlze_s Algorl-thm 1.
Fi(ti_1)|/C;. Theorem 1:Algorithm 1 achieves min-min times.

Proof: We state the proof foll = 1 here; the proof

The only remaining question is what nodeshould do for 1 < A7 < N can be found in Appendix I.

when others are uploading data to it. Due to the “data Note first that Algorithm 1 is feasible. In particular, until
identity” constraint,r;;(t) = 0, and therefore it cannot time¢, all nodesj > i have disjoint data, while nodes< i
transfer data to itself. The optimal way is to use nade nhave all data. Similarlyl; ; can be forwarded by as it is
capacity to send data to+ 1. The specific data to be senteceived from node, sinée%j < (;, allowing the three
will be determined by “helium-filling” for the following tim  ¢|aimed conditions to be satisfied.
interval, (¢, ;1) as follows: Datal/;;, sent at ratey;j, is It remains to establish optimality. Let denote the min-
chosen such that it would have been in colugnat time¢;  min finish time of nodei. The proof of optimality first
had it not been sent to nodet- 1 in interval (¢;_1,%;), but  agtaplishes lower bounds ofy and t,, and shows that
it instead “comes off the top” of the columns, in proportionA|gorithm 1 achieves those times, and that theare the
to their capacities (Fig. 3(b)). (Note that,, corresponds ynjque values which can achieve that. It then inductively
to data which would have been sent by the server on thgows that subsequent times are minimized.

interval (¢;,¢;11), and thus is represented by “water,” but | ot — Zij\i:% C;. This can be thought of as the capacity
is instead sent by nodeon the previous interval.) In later of 5 “virtual node” consisting of node . . ., N. As in [15],

proofs, we will provide specialized water-filling figuresrfo the amount of information that can go into nodeand2 on

different cases (Figures 4 and 5). (0,5) is bounded above as
The actual scheduling algorithm is stated in Algorithm 1. !
It usesC;;, which is an upper bound on the rangef, for Fi(t2) + Fy(t2) < (Co+ Cr)ta + Cota + —-t2. (7)

a particular given multiplicityM, for which exactly one set
of optimal valuesF; (|F|/Cy), Vi > M +1, is able to achieve
first M + 1 min-min times. Formally, it is the solution to

The first terms shows that the server and node 1 can con-
tribute on the whole time interval. The second term reflects
node 2’s transmission to node 1 @f,¢1); on (¢1,t2), it
cannot contribute, since it cannot upload to itself, and on
(t1,t2) node 1 has already received the whole file. The term

Cn M A ! H ) o> . .
M(Cy — Sar oM MC—'1) + O @ t2C’/2 arises as follows. Nodée > 3 can send information

Cg + Zz]\il C;

w _ Cm1 M 2 Cui Cu C _ Cii Cy C
B (M +1) (Co S v et D ]\/[C—l) : 2 e tn_“l tmi - ’%‘ R
- N . Lol
Zi:M+2 C; it
Fiur\Fi e
. .
WhenCy > Cj, there could be multiple sets &t (|F'|/Co), %/////%W
Vi > M + 1 that all achieve the firsd/ + 1 min-min times. 0
Then Algorithm 1 also uses the following linear program tov
select the only set of;(|F|/Cy) values which allows all t !
min-min times to be achieved. @) (b)

Fig. 3. Water filling. The width of columry is capacityC;, and the
depth is the time to transmif;(¢t1) \ F;(t;—1) at rateC;. In (a), node
N takes longer to transmit its information. In (b), the sertas water-
N filled, decreasing the time for all to complete transmission toengdand
max Z (N — i)/\i (5) allowing full utilization for the interval. Théelium-filling by (¢; —t;—1)~i;
in interval (¢;_1,t;) reduces the heights of all columns equally.



Algorithm 1 Optimal scheduling to achieve min-min times

If M=1
¢ On (O,tl), let ro; = )\1‘, ril1 = min(/\i,Ci), Tio = Ol —
min(A;, C;), where); satisfy

22 Cot
C;  Co+Ch

N
dai=Co  X=0
i=1

(6)
e« On (ti—luti)! 2<i<N:
Tji (t) = Oj Vj 7§ 7, with Rji(tifl,ti) N
Rii(ti—1,ti) = 0 and (Rji(ti—1,t:) U Rii(ti—1,t:)) N
F;(ti—1) = 0 for all k£ # j. Node i sends datd/;;
(helium to nodei + 1 with r; ;41 (t) = C; such that
1) U;j N Uy = 0 for all k£ # j (data is disjoint)
2) U;; € Fj(t;—1) (data is held at;_, by nodej)
3) forallj>0,j#i+1,
Ui Cj
Lt T Ci.

(Zfevzo,k;&i+l Ok)

Else

o« If M =N —1o0rC, <y, given by (4),
Then let)\; solve

N
D> Ai=Co
i=1

_ {)\1/01
=< 1M

ﬁ if 1 <M
Ci Am+2/Crryo

ifi=M+1
if i >M+2

M+ N +Co
Curz  (M+1)M Ci

Else let\; = C;/(M — 1), Vi < M, and let); for
i > M + 2 satisfy the LP (5).
Endlf

e ONn(0,tp):
T = Al,VZ, Tij(t) =\ forj < M,j }é 1; ’I’ij(t) =0
fij > M+ 1; Ti71L[+1(t) =C; — Zj#M-‘,—l Tij(t).

e On (ti—luti) for M +1<i<N:
rj;(t) = C; for j # 4, such that

|Roi(ti—1,ti) N Fj(ti—1)| = pji(ts

for j < i, where

Avt2

—ti—1),

Co
[ M1 = Cj, Vi#FM+1,
7 (Xpey Ck) = Cargr !
o (Co =it .
,uj,z—)\ztl OlCo"FC—Ci, VJ§£Z7£M+1.

Also Ti7i+1(t) = (;, such that|R1‘_’i+1(ti,1,ti) N
Fj(ti—l)l = Yji where

CiC;
(ijv:l Ok) - O’i+1

Yii = y Vj§£2+1

EndIf
On (tN—lutN)r T‘iN(t) =C; fori < N, andrik(t) =0 Vk.

,Vi > 2.

Fig. 4. A visual depiction of the waterfilling argument foreticase when
M = 1. Note that the bottoms of column¥ + 2,..., N are level.

which it has received up to timg to both nodes 1 and 2, but

it cannot exceed its own upload capacity, and cannot upload
to t; data which it does not have until. Thus, its uploads to

1 and?2 are bounded above hyin {C;to, F;(t1) + F;(t2)}.
However, the data obtained by nodf&om the server comes

at the expense of data that the server could have sent to node
1 or 2 directly, giving a net contribution of

min{citg, Fi(th) + Fi(tg)} — Fi(tg). (8)

Note that
Cito + 2F; (tg)

min{Citg,Fi(tl) —I—Fl(tg)} < 5 (9)
with equality only if

Substituting (9) into (8) and summing over> 3 gives
C'Ty/2, establishing (7).

A lower bound ont, results from substituting®; (¢2) +
F5(t2) = 2F into (7), and substituting the known valug=
|F'|/Ch, giving

Lo 20F| = Go|FI/Co
Ly — .
Co+Cq1+ C//2
This is achieved by Algorithm 1.
To see that the choice of is the only one which achieves

t,, note that (10) is a necessary condition for alp> 3.
Dividing by C;t; and substituting\; = |F;(¢1)|/t1 gives

2)\1' _ EQ
C; ot

(11)

(12)

forall « > 3. Similarly, the data known only to node 1 and the
server att;, of which there is an amourit\; — C1)t;, must
also be delivered at rat€; + Cy in time ¢ty — ¢1. Dividing

by ¢; and adding 1 gives

M+Co by
Co+ C4 Ill

(13)



Combining (12) and (13) shows that, ¢ > 2, must In order to achieve minimuny, ...t¢,,, each node must
satisfy (6) to achieve,. Thus, Algorithm 1 achieves and relay whatever it receives from the server(@nt,,) to nodes
t,, and (6) are necessary for any scheme which does. i € {1,...,M}. Thus, an upper bound on what each node
Given that (6) must hold in order to achieyeandti,, it can receive from the server df, t,,) is
can be shown by induction onthat: (a) node receives no o

data in the intervalty,t;,—2), and (b)¢; is tightly bounded A\ < Vi< M (15)
below by ](\;/[ -1
F| =X\t — Ciq(t;_, — t, A< — Vi> M (16)
L‘ Z | | “1 C é‘(l—z—l —1—2) +L‘_1- (14) M

Since Algorithm 1 keeps); values in these ranges,
and relays all server streams to nodgs..., M}, times
ty,....tyr = |F|/Co are minimized.

To establish a lower bound an, ,, consider first how
much data nodélf + 1 can receive on(0,¢ys), from the
server, node$l, ..., M}, itself, and node§ M +2, ..., N}:

The term \;t, is the amount of data received by node
from the server during the first interval), ¢, ), and the term
Ci—1(t;_1 —t,_o) is the data received from node-1 in the
interval (¢,_, — t;_;). Minimizing the latter term requires
that node: + 1 receives no data in the intervéd;, ¢;_1).
Algorithm 1 satisfies that and hence establishes the inducti

step. u |Ro,a+1(0,tar)| = Anrgats
IV. CONCLUSION M M M
This paper has considered the transmission scheduling URﬂMH(OJM) S ZCZ' - (M - I)Z)‘i tar
=1 =1 =1

issue in an upload-constrained peer-to-peer file distobut
system. Under the assumptions that the network is static and | Bar+1,a0+1(0, ar)

that the file is infinitely divisible, an explicit transmiesi N N N
i_ U RimaOta)| < Y. =M > Ai)tu

|=0

scheduling algorithm has been proposed which provably mi
imizes the average finish time for all peers. New inductive’="+2 i=M+2 i=M+2
concepts like min-min times and novel techniques such as, (tar, tar+1), €ach node € {0,1,..., M} could send

water-filling are used in obtaining the _resu_lt. _ _ to M + 1 with rater; yr1(t) = C;, giving
There are a number of related directions in which to

extend this work. First, it would be useful to investigate M M
how the optimal results change when download constraints || J Riari1(tar tarsn)| < (targr — tar) > Cin (17)
are introduced. Second, understanding the behavior of our li=0 i=0

e contribution Y ;.o Riars1(tar,tars1) of nodes
M+2,...,N}is limited both by their sum upload capacity,
Zf;Mﬂ, C;, and by the amount of information they received
©on (0,tar). Thus

upon completion [5], [24] would be necessary before it
application in practice. Another interesting directiontis
look at similar optimality results under peer-to-peer a@tne
ing [4], [6] context. Finally, this paper only gives the bes
possible centralized solution without any coding. Expigri

optimal scheduling when nodes dynamically enter and Ieaéeh

N N
correspondir_lg distributed solutions or the e_szect of_ tdiks U Riars1(tar, tarsr)| < min Z Ci(tyrsr —tar),
network coding [2], [7], [10] can be potentially fruitful. i=M 42 i= M2
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APPENDIX | M
PROOF OFTHEOREM1WITH 1 < M < N tar1 (C = Cargn) >ty (M — 1) Z)‘i — tyAr (20)
Proof: The proof begins by establishing conditions for i=1
appropriate\ values. It then finds the exact valuesoind N
min-min timest, , ..., ¢,,,,, and applies the water/helium- +iyCot+ty M > A+ |F|

filling concept to establish all remaining min-min times. i=M+2



Ci—(M—=1))_ X\

=1

M
[Fagr(tar)| < <Z )
i=1
M

+(targ1 — tar) (Oo +) G

i=1

and in the converse case

M M
tr Y Ci =ty (M =1)> N —tpydupr (21)
=0 i=1
N
+I]WOO_§]W Z )\1+|F|
i=M+42

Note that in both cases, the lower bound is decreasing
Am+1, @nd so is minimized by maximizings11 by setting

Cr1

¥ (22)

AM+1 =
Since the bound given by (20) is increasingﬁ]‘fiM+2 i
and that given by (21) is decreasing, thén in (19) is
minimized, for a giverCy = Zfil i, when the two bounds
coincide. This gives the fundamental lower bound

(M2CO — MQ)\M_H +2MCy — MApr41 + Co)|F|

Co ((M + 1)(Zi]\i0 Ci) + MZ?LMJrQ Oi)
(23)
When Cy > Cf, the value ofzij‘il A; necessary to

>

by

achieve this bound violates (15). In this case, the algo-

rithm sets)\;, ¢ < M, to its upper bound oC;/(M —

1), and (18) becomes*,UfV:MH Risr+1(tar, tars)|] =
N
Y imarie Citmrtr

When Cy > C§, nodesi € {M + 2,...,N} need not
uploadall of their informationF;(¢,,) to nodeM to achieve
the lower bound (18); it is sufficient that;, i € {M +
2,...,N}, be large enough that ys12(t) = C; forall ¢ €

(ta,tm+1)- The LP (5) ensures that condition is met, while

M+2 CIVI+37 C\ . C:N

<2 |11 e ‘ i

Fig. 5. A visual depiction of the waterfilling argument foreticase when
1 <M < N andCy > Cj. Note the tiered structure of the columns for
i> M.

N
tm — M Z Xty + Avigitm (19)
i=M42
N N
) +In1n< Z OitM+1, Z (M+ 1))\1t1>
=M 42 i=M+2

sequentially providing as much server capacity(@rt,,) as
possible to noded/ + 2,..., N.

In either case, Algorithm 1 achieves the lower bound on
tar+q While maintainingty, ..., ta = |F|/Co.

Finally, we claim aftert,, ,, each nodei receives at
rate C — C; on its finishing interval, and’;_; on the
previous interval. To confirm, consider the fictional time
interval when another node¢ {1,..., N}, needs to receive
all information held by nodedl,...,N} (i.e, it has no
portion of the file). In this case, the amount of time it takes
to transmit if all nodes have access to the entire fifg,/C,
is less than the amount of time it takes for any individual
node to upload its assigned portion of the filet, /C;.

Under Algorithm 1,

AN < A, ViE{l,...,N}, (24)

including in the case that, > Cj. To show that each node
has enough information to transmit fully on any time intérva
it is sufficient to show that

YA < AV

— ==l 25
Co+ N, C; ~ Cn (29)
which can be reformed as
N
N by
% ¢ Tk 26)
¢ Zi:]ﬂ-i—Q Ci
and results in a bound of
Co > Cr11(C — Cy) 27)

- MCuyq + Z?{:MJFQ Ci

This lower bound o’y for the condition to hold is strictly
less than the lower bound due to the multiplicity constraint
Thus, full utilization is maintained for all time intervatsior
to (tn—1,tn) when following the suggested optimal scheme.

|
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