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Abstract—This paper presents the first implementation of level of themostcongested bottleneck link on the path, from
the MaxNet TCP network congestion control protocol. MaxNet whijch the desired rate is calculated. All of these except

uses explicit multi-bit signalling from routers to achieve high \1axNet require extra fields in addition to the congestion level
throughput and low latency over networks of arbitrary capacity field. as discussed in Section IX

and topology, and virtually any delay. The MaxNet algorithm . e AR )
is extended in this paper to give both provable stability and ~ USing an explicit multi-bit signal instead of packet loss
rate fairness. The implementation is based on the Linux Traffic or delay improves congestion control in several ways. The

Control framework. The system consists of a sender and receiver variability of source rates is reduced compared to using binary

TCP algorithm as well as a router module. Performance was ; ; ; ; ;
tested for capacities up to 1Gbit/s and delays up to 180 ms using loss information due to the increased resolution of the signal.

the WAN-in-Lab facility. With no overhead but 24-bit price This improves link utilization and delay jitter. An explicit

signals, MaxNet can scale from 32bit/s to 1Peta-bit/s with a Signal also allows periods of congestion to be decoupled from
0.001% rate accuracy. The MaxStart algorithm introduced in this  increased packet latency or loss; source rates can be forced to

paper aIIows_ ngNet to fill the transmission pipe with data just decrease before the onset of these impairments_
one round trip time (RTT) after the SYN packet. We detail the  Ag gpserved in [14], the signal received by a sender using a
MaxNet TCP architecture and discuss various implementation .
challenges. T.CP scheme k_)asgd on pac.ket loss, delay or ECN_marklng to
signal congestion, is approximately the sum of the signals gen-
erated by each bottleneck link on the end-to-end path. These
|. INTRODUCTION are called SumNet networks. It has been shown [14] that the
The aim of network congestion control is to adjust sourcgurce rate allocation achieved by SumNet networks maximize
rates so that they fully utilize and fairly share the network path utility function. MaxNet, on the other hand, communicates
capacity. Asides from efficiency and fairness, good congestionly the maximum congestion level from the most congested
control performance also requires stable rates to reduce ddlai on the path. In [15] it was proven that MaxNet has faster
jitter, and a fast response to adapt to changes in network loadnvergence properties than SumNet networks. This results in
For Internet-like networks, where links and sources can orliyw delay jitter and high efficiency.
have local information, the challenge is to control the source MaxNet has been shown to have desirable fairness and
rates in a fully distributed manner. stability properties. The original MaxNet [13] yields max-min
The approach by most new Transmission Control Protodalirness for a network of homogeneous sources, or general
(TCP) proposals is to control the source rate based onwaighted max-min fairness for heterogenous sources. How-
congestion signal fed back by the network. Each bottleneeker, using homogeneous source functions sacrifices either
link on the path generates a congestion signal to control therformance at low Round Trip Times (RTTs) or stability
aggregate of traffic on the link. The signal can be computed high RTTs. Alternatively, MaxNet can be made stable on
actively, by an Active Queue Management (AQM) algorithmetworks of arbitrary capacities, delays and routing by varying
or it can be generated passively, such as by packet losstlwr source function with the RTT [16]. However, this approach
gueuing delay in a drop-tail queue. loses the fairness of the original proposal [13]. The theoretical
For ‘loss-based’ congestion control algorithms such as T@Bntribution of this present paper is to add a source dynamic
Reno [1], BIC [2], HS-TCP [3], H-TCP [4], S-TCP [5] andadapted from [17] to achieve both stability and fairness.
TCP Westwood [6] this congestion signal is the packet lossSimulation studies of MaxNet have also demonstrated that it
rate. Other ‘delay-based’ proposals such as Vegas [7] asdpossible to combine MaxNet with other explicit-signalling
FAST TCP [8] use the queuing delay as the congestion signaifotocols [18] and that its faster dynamics improve fairness
Explicit-signalling protocols use additional fields in theelative to SumNet networks [19].
packet header to communicate the congestion level explicitly.MaxNet operates with very low queuing delays as it is able
The Explicit Congestion Notification (ECN) standard [9] usew® target a controlled link utilization. This results in signif-
a single bit mark; the rate of sending ECN marks signailsantly lower RTTs than loss-based protocols such as Reno
the congestion level. Several protocols use multi-bit feedbaathich operate with full buffers due to the Additive Increase
XCP [10] explicitly signals the requirechangesn congestion Multipicative Decrease (AIMD) probing action. Furthermore,
windows. In contrast, RCP [11] and JetMax [12] signal thenlike delay based schemes such as Vegas or FAST, the
desired source rate. MaxNet [13] communicates the congestireueing delay does not grow with load.



Whilst many properties of MaxNet have been provemrice field of packetj, the router overwrites the price field
an implementation of MaxNet for a real network has beenith p;(¢). The receiver echoes back the final valgein
lacking. This paper describes an implementation of MaxNatknowledgements.
based on the Linux operating system. The implementationA link [ computes its price signa(¢) using the AQM
includes a Linux router AQM module that can mark packetgorithm
with an explicit signal, and modifications to TCP to control wi(t) — wC,
the window and echo the explicit signal. To address the short pi(t+dt) = pi(t) + dt ! e ! l,
flow and low traffic aggregation case, we also integrate the !
MaxStart concept into MaxNet to allow sources to attain Wherey;(t) is the traffic rate traversing link C; is the link's
high transmission rate within two RTTSs. capacity andy; is the target link utilization. Note that in

After a description of the principles behind MaxNet in Secequilibriumy, () = 1 Cy, leaving(1—,)C; capacity to absorb
tion II, Sections 11l and IV describe the MaxNet framework. Ifraffic bursts. This makes the buffer empty in equilibrium and
Section V and VI the framework’s implementation in the Linuesults in very low network latency.

Kernel is introduced. Experimental results demonstrating the/n [20] it was shown that control-theoretic stability is
stability, fairness and convergence speed are presented®¢hieved for a network of any topology, RTT or capacity if
Section VII. Section VIII describes how to select provablyPrice updates have the form (3) and the slope of the demand
stable parameters giving rapid convergence. MaxNet is th&fction 5D; ..

compared with related protocols in Section IX. ﬁ S - (4)

3)

whereT; is the RTT of source and«; € (0,7/2) is a gain
parameter. As discussed in [17], the second condition places
In this section we summarize the key features of MaxNet constraint on the shape of the demand function which is
introduced in [13], [15], [16]. We will describe the controlsatisfied by the demand function
framework and highlight the main results concerning the s ()7
equilibrium and stability properties. 2i(t) = Di(qi(t)) = Tmaxe” * 4T ()
The MaxNet control loop consists of the traffic source whilst (5) satisfies the stability constraints, the rate now
and the router AQM algorithm. The source rate is controllegepends not just om;(t) but also onr; which means that
by a congestion signal or ‘price’, denotegl(t), which is sources with different RTTs will not achieve max-min fair-
communicated explicitly from the AQM algorithms on theness. In [17] a dynamic source algorithm was introduced to

II. MAXNET BACKGROUND

network. The source rate is set according to implement fairness on slow time scales separately from the
i(t) = Di(q:(t)) 1) fast time scale response which determines stability. On a fast
’ LR time scale the rate changes are bounded by (4) by setting

where D(-) is the demand function. The demand function £ (1) —ags ()72
is a convex function that describes the source’s bandwidth i(t) = Tmaxe (6a)

requirement. If all sources have the same demand functiongi{d on a slower time scale which does not affect stahlity

was shown in [13] that MaxNet achieves max-min fairnesg adjusted to make the equilibrium rate follow the designer's
Weighted max-min fairness can be achieved by scaling tBRopice of demand function

demand function.

: «

As illustrated by Figure 1, the price communicated to the &= TZ(U{(E) — i), (6b)
source isg;(t), the maximum of all link priceg;(t) on the ) o ) )
source to destination path of the connection, whereU](z;) is a utility function which relates to the desired

demand function by/’;(x) = D;*(z), andn determines the
qi(t) = max{p(t);! € L;}, (2) rate of convergence to fairness.
wherelL; is the set of links on sourcés path. To communicate
the maximum price, each packet has a price field. If lisk Ill. SOURCEALGORITHM

current congestion price;(t) exceeds the valug; in the This section describes the design of the source algorithm.
The source algorithm is based on the dynamic controller (6)
from [17] to achieve stability and weighted max-min fairness.

vax | The key choice in designing the controller is selecting a
Function f demand function. Consider the exponential demand function
max{Py...-.Pr} P P2 Pn D(Qz) = xmax67Qi/T @)

\4

IO I D N o which removes the dependence on RTT from (5). In this
Source 4 e M [ Destination | qiscussion of equilibrium properties, we drop the time depen-
dence in the variables. By (6&)}/(x;) used in (6b) is

Fig. 1. Conceptual price communication scheme of MaxNet. The price at Uz, = DYz = —Tloe(x: /. 8
each link, P, P2, - -+ , Py, is fed back to the sender, which then uses the i (i) (i) 8(i/Tmax) (8)
max of the values. = —T(& — qa/7). ©)



Per ACK, if dtyi, has elapsed, updateand calculatéV: computational burden. The only per-packet operations are a
single addition, comparison and assignment. The pseudo code
an dt Tao of the router algorithm is shown in Figure 3.
£ = &+ —3 ((T - 1) q-— Tf) (10)  The increment of .dt in step 2 may seem to deviate from
qa the virtual queue of (3), but for suitablg,, it implements a
W «—  TZmaxexp (f - 7) virtual queue of theargetrates of the sources, when the link
is saturated. To understand this, consider a bottleneck carrying
Parameters:. o a single flow.
Tmax  Maximal supported transmission rate The aggregate traffic arriving in intervalt, is y_dt . As
T' parameter that determines speed of convergenceyaynet is a sliding window protocol, the arrival rate at the
a overall loop gain router is limited by the “ACK clock” not to exceed the output
N 77/_7_'5 the zero Of_ the lead-lag compensator rate. However, the rate the flow seeks to achié¥g;, can
dtmin  Minimum update interval exceed this rate, yielding a physical queue. The size of this
Variables: _ o , physical queue is the number of packets in the window less
£ stgte varlgble gsed in window calculation the number of packets in the pipe of capadity — y, and
g price received in the most recent packet delay; that isQ = W — (y; x 7). The router then knows that
T Mminimum RTT mea_surement of the flow the source is attempting to send at aggregate yate@/ .
W window corresponding tq For the multiple-flow case]y should be a weighted har-
dt interval since last update monic mean of ther values of the flows. Since this is not
known at the router, a conservative (large) value is chosen.
Note that in equilibrium, no physical queue exists because
uC < C, and so this mechanism does not affect the linear
stability of the system. However, it may limit the range over
which the linear model applies.
Despite its similar form, this does not correspond directly
to the queue term in RCP [11], since RCP is rate-based, and
flows send at their actual target rates.

Fig. 2. Pseudocode of the source algorithm.

1) Every dt, seconds:
y,dt — yidt + Q/TQ
p — max(p +y-dt /C; — p dtp, 0)
ydt <0

2) On packet arrival:
y_dt —y_dt + pkt.size
if p > pkt.price then
pkt.price —p

B. MaxStart — Replacing slow start

TCP Reno’s slow start mechanism [1] prevents excessive
congestion when a new flow starts. Its exponential increase

end if provides a ramp-up time which scales linearly with RTT and
Parameters: logarithmically with the bandwidth, which scales well for
1 target utilization unknown bandwidths.
C;  link capacity However, it is possible to start faster with explicit signalling.
dt, price update interval For example, QuickStart [21] enables sources to determine
T, timescale in compensation for virtual queue overfiffi¢ allowed sending rate on the path and to start almost
Variables: immediately transmitting at the allowed rate.

p link price Without some form of slow start, explicit signalling proto-
y_dt aggregate arrivals in update intervai, cols would start immediately transmitting at the same rate as
Q instantaneous queue length the other flows in the link, overloading the link. This problem

is especially severe for the first flow arriving at an idle link.
Fig. 3. Pseudocode of the router algorithm. RCP simply allows this overload to occur, and aggressively

reduces the advertised rate in response to the resulting con-
: . estion. MaxNet's MaxStart protocol seeks instead to avoid
The pseudocode of the source algorithm is shown e congestion

Flgdure 2. TXEKC urre_ntllmplementatlon performs ”:je ler;]dow MaxStart starts a new flow at the minimum spare capacity
update on arrivals, at most evemtmix seconds. The of any link on its path, and then ramps up linearly to the

calculation is packet driven, thus the calculation is execm?aﬁvertised rate over several RTTs. In the current implemen-
at most once per packet, but at least every RTT. tation, flows ramp up over two RTTs, and the spare capacity
is defined as the difference betwegmn+ (1 — p)/4)C; and

. . ] . the current transmission rate, whefg is the physical link
In this section we describe the router algorithm. The rOUtﬁépacity andu is the target utilisation.

IV. ROUTERALGORITHM

algorithm consists of the price update law and MaxStart.  paxStart must perform two tasks: signalling the starting
rate from the routers, and senders subsequently increasing their
A. Virtual queue AQM rates. These will be described in turn.

The router price update is performed according to (3). The first packet a sender transmits is flagged to indicate that
The update occurs only everylt, seconds, to limit the the sender wants to be informed of the spare capacity instead



of the price; the signalling will be described in Section Vare implemented as a hook in the _cong _avoid function
Routers then mark the packet with the lowest spare capadityfile net/ipv4/tcp _input.c . When MaxNet is enabled,
on the route. all changes to the congestion window in other parts of the
MaxStart terminates as soon as the MaxStart rate exce&dmel are immediately overwritten by the MaxNet window.
the “price rate” (the rate corresponding to the advertised price).Sender parameters were set usinggshsctl interface to
Until that time, the sender increases its target sending ratg.. = 10 bit/s, T = 0.4 secondsa = 0.66, n = 0.06
approximately 16 times per RTT, each time by approximatebnd dt,,;,, = 1us to update on every ACK. On the router,
1/32 of A, the difference between the price rate anditfigal  dt,, = 1 ms andT, = 130 ms were set using thie interface.
MaxStart rate. Being an equation-based algorithm, MaxNet frequently
The above updates are modified slightly to compensate foanipulates fractional values. Linux kernel code cannot use
burstiness. Specifically, an update occurs on receipt of the fiflslating point operations, and so MaxNet uses fixed-point
ACK which arrives at least RTT/16 after the previous updatarithmetic. The exponential function in (6a) is implemented
At each update, the MaxStart rate is increased¥al¢/(27), by a lookup table; this can be optimised using interpolation
where 7 is the base RTT andt is the interval since the and bit shifting.
previous update. The update for in (10) is a discrete time approximation
Further enhancements could be made to extend the MaxSfart (6b). This discretisation can overshoot the equilibrium
algorithm to ensure that capacity is not over allocated femlue giveng, namelyé = ag/7; —q/T, although (6b) cannot.
multiple flows starting at almost the same time by keepinthis is prevented by clipping to this value if (10) overshoots.
track of the already allocated capacity. Furthermore, the rateFor a software router to operate at 1Gbit/s on a non-
allocation to all flows could be made equal when a new floveal-time operating system such a Linux, unnecessary large
starts, even wherV is small. This is, however, beyond theprocesses must be avoided. Processes such as graphical user

scope of this paper. interfaces can cause delays of several milliseconds, resulting
in large transient queues.
V. PRICE ENCODING Prices were averaged at the receiver over one RTT. The

In contrast to implicit signalling protocols, the price encodaverage was weighted by the interval since the previous price
ing of explicit signalling protocols explicitly determine thesignal, to reduce the impact of burstiness on the averaging.
range and precision of the achievable rates. This encodingiccording to (3), when links first become bottlenecks, their
must allow the protocol to scale well beyond current netwoikrices have to rise gradually from 0. During this time, sources
bandwidths. The demand function (7) gives a uniform relatisgould be told to transmit at almosty,.. = 10 bit/s. To
precision (minimum rate increment as a fraction of the rate) prevent this, routers’ prices are clipped belowgti,; =
the price has uniform absolute precision, such as using fixdd="(C;), with D given by (7).
point encoding.

The range of rates is determined By, the number of bits VII. EXPERIMENTS
allocated to the integer part of the price, and the precisionThe performance of MaxNet in two situations will now
is determined byBy, allocated to the fractional part. Tobe described. The first demonstrates its fairness, convergence
achieve z,,c = 10'°, (1peta-bit/s) andr,.;,, = 32bit/s speed and scalability, and the second investigates its response
with the demand function (7) and = 0.4, it suffices that to cross traffic.

B; > [logy(T1og(max/Tmin))| = 4. To achieve a relative

precision ofe = 107°, By > [—log,(T'log(1 + €))] = 18. A Multiple flows and links
With just these 22 bits, MaxNet achieves rapid convergence Ointernet flows typically contain two congested links, one in

faimess over this future-proof dynamic range with high pr he sender’s access network and one in the receiver's access

cision, with no signalling of RTTs, current rates or bottlenec etwork. This experiment evaluates how MaxNet responds

Iln,lz\s. . I hani for thi . t also b in a multi-flow multi-link environment. This demonstrates its
signafling mechanism for this price must aiso beé SPeqiy; nagg gng scalability, and how it behaves when bottleneck

fied. The current implementation of MaxNet uses TCP optio ks change

although IPv4 options or IPv6 per-hop options could also be Figure 5 shows the topology for this experiment. Link 1 is

_used. The option format is shown in Figure 4. Thg price fieldy, Mbit/s, with a RTT of 29 ms provided by an OC-48 link of
is changed by routers to accumulate the price signal on N-in-lab [22], and Link 2 is a 400 Mbit/s link with RTT
path from source to destination. The echo field is untouchi oms provideé by a dummynet. The target utilisation was

by routers and returns the price to the sender in the returnigg% (u = 0.9). Flow Figure 6 shows when different flows
ACKs, enabling symmetric communication. The highest bit q o

the 24 bit price field is 0 if the remaining 23 bits contains atart, dividing the experiment into six intervals.
price or 1 if they contain a MaxStart rate. .
opt optsize
VI. DETAILS OF LINUX IMPLEMENTATION ’ 42 ‘ 6 ‘ echo ‘ price ‘
The current implementation of MaxNet is a patch relative to (1 byte) (1 byte) (3 bytes) (3 bytes)
Linux 2.6.11. This version pre-dates the modular TCP archi-

tecture introduced in 2.6.13. The sender window calculatiofig. 4. MaxNet option format.
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Fig. 8. Queue sizes in the two-hop experiment.

Fig. 6. Start times and durations of flows for multi-flow experiments.

3) Queueing: MaxNet's virtual queue mechanism gives

Figures 7 and 8 show the rates of the flows, and the que% equilibrium queue size of zero. This both improves the
sizes of the links, respectively. The rates are averaged ob& formance of real-time services and reduces the need for

one second intervals. On a faster timescale, there is noticedbfgM°"Y needed. In routers. When the number ,Of flows is
Y small, transient queues exist when flows arrive, but the

burstiness because the implementation is window based Yoty S )
rate based; this can be overcome by better pacing of wind gnitude of these queues decreases rapidly as the number of
increases, without the expense of packet pacing. lows incr_eases._ '_I'o_quantify this, note that if_ there are already
This simple experiment illustrates many important prop- flows in equilibrium bottlenecked at a link, then a new
ow will transmit at rate at mosiC;/N causing overload

ies of th I f which LT
erties of the protocol, many of which are not tested by the™ most((1 + 1/N)u — 1)C) for up to the longest RTT

traditional “dumbbell” (single bottleneck) topology. . .
1) Convergence speeddue to MaxStart, MaxNet shows of any flow using the link. The overload drops to zero for

rapid convergence to full utilisation. These results show th{a\{ > i/ (1 — po). .
AN . . The cause of the queue at 45s is not clear.
the initial rise time of each flow is less than the 1s sampling

. . . : ; o 4) Switching bottlenecks:Max-min protocols, such as
interval, in keeping with the nominal rise time of two RTTs. : i
. . . o _'MaxNet, RCP and JetMax, undergo discrete transitions when
2) Fairness: Reno is known to give significantly unfair

. . the bottleneck link for a flow changes. At 40 s, the bottleneck
rates to flows with different RTTs [23], and many propose]%r the flow from Green to Yellow switches from Link 1 to

TCPs for large bandwidth-delay product networks are EVethk 2. Significantly, this does not cause instability in the

less fair [2]. In contrast, interval 2 shows that MaxNet COMorm of “ping-ponging” between bottlenecks as the prices

verges to fairess within 20s (after a fast convergence to fg abilise. However, it does result in the highest queueing in the

utilisation), for flows with RTTs differing by a factor of 6. . experiment, 5 MByte or 90% of the bandwidth-delay product
Even protocols such as H-TCP [4] and FAST [§] Wh'crbf the flow from Green to Yellow before the switch.

do not suffer from RTT unfairness give higher rates to flows 5) Increase and decrease in available bandwidtks the

traversing fewer bottlenecks, because the congestion measyiey o of Link 2 increases, the bandwidth available to the

(delay or loss) is summed over all links on the path. Intervalf?bw from Red to Blue increases. MaxNet quickly increases
shows that MaxNet converges within 20s to fair allocatiofs | indow to use the extra bandwidth within around 2 s
between the flow from Green to Yellow, traversing two bot- '

tlenecks, and that from Blue to Yellow, traversing one. i
B. Cross traffic

MaxNet was run for 30 s on a single 1 Gbit/s link with 29 ms

600 : : . . . RTT and target utilisation 94%u(= 0.94). From 10s to 20s,
a 400 Mbit/s constant bit rate (CBR) flow shared the link.
500 Figure 9 shows the rates achieved by each flow. Note that
N this is a heavier CBR load than most encountered in practice,
é‘ 400 é?u*i%e%;%@ﬁ?@ 77777 1 and provides an arduous test. _
3 a0 Blue to ygmjg ] At thg_ stgrt, MaxNet again converges rapidly to the target
5 Bltie to yollow 4 -~ 94% utilisation.
2 o0l 1 | When the CBR flow starts, the MaxNet flow relinquishes
a bandwidth almost immediately, because of the ACK-clocking
100 | PRI | inherent in window-based protocols. After a few seconds, the
: o target rate drops to the available bandwidth and the total
0 : : : : - utilisation drops back to 94%, observable as a slight dip in
0 20 40 60 80 100 120 ,
Time (sec) the MaxNet flow’s rate.
When the CBR flow ends, the dynamics of (6) can be
Fig. 7. Rates of flows in the two-hop experiment. observed. Over two thirds of the spare capacity is reclaimed



Te+09 ' ' ' ' ; demand function,D;, at the operating point. This function
zz*g: _ 1 appears as the elements of a diagonal matrix in the loop gains
" of the system. Although [17] applied to a different structure

g Z::gg ] ] of flow control, the triangulation approach of [16] can be used
2 5es08 | : to show that the result also applies to MaxNet, provided that
S det08 1 T no two bottleneck links have equal equilibrium prices.

£ Sev08y 1 The stability proof for MaxNet is based on the following

2e+08 |

16408 | MaxNet ] result, which follows easily from the results of [17], [24]:
0 . n . | Oross traffic Lemma 1:Let H(w; o) = Co{F(jw,i; )} be the convex
0 ° 10 Tim1e5(s) 2 x%® hull of F evaluated at the RTTs of the individual flows, at a

given frequencyw. The system will be stable if the trajectory
Fig. 9. Rates of MaxNet and 400 Mbit/s CBR flow with a target rate 00f H (w;a) for w € RT does not intersect the negative real
940 Mbit/s axis to the left of—1 + 0j. O
The trajectory ofH is a generalised form of Nyquist curve.
by the MaxNet flow within 0.3 s due to the rapid drop in pricel.n. [17], the speed of dynamlc_s was seE according _to_ the flow
- . . . Wwith the longest RTT, by setting = /7, for a sufficiently
The remaining rate increase is slower due to the interaction

between the price and the varialfjaused to ensure stability, smal!n, where7 is an upper bound on;. The stability proof
IR - considered the system at two timescales. It was shown that
but the target utilisation is still reached within a few second

for frequenciesw < 1/max;(7;), the convex hullH (w; @)
lies entirely below the real axis, while for larger frequencies,
VIIl. STABILITY AND TRANSIENTS it is contained in a particular spiral which is bounded away

MaxNet is the first practical algorithm designed based on tfi@m —1 + 0.
theory developed in [17]. MaxNet's stability can be established
by using that theory. Subsection VIII-E at the end of thig optaining consistent dynamics
section is aimed at designers wishing to change MaxNet's

parameters. An important parameter governing the transient behaviour

is the ratiok;/v;. This depends on the demand function and,
in general, on the equilibrium operating point of the non-
A. Background linear system. Whem;/v; > 1, the compensator is a lead-
Let us now review the relevant results of [17], adapted g°mpensator which can improve the rise time and settling
the case of MaxNet. These results apply to general muftime of the system. However, when/v; < 1, the resulting
link networks with heterogeneous RTTs. Reference [17] aimé@g-compensator” adds more phase lag (analogous to delay).
to provide stability for a range of RTTs for flows withThis produces a “resonance peak” resulting in high gain
arbitrary utility functions, since the utility function determinedat a particular frequency, which makes the system highly
the equilibrium of the networks considered there. Since tscillatory. Note that the systems which do not suffer this
equilibrium of MaxNet is independent of the utility functionexcess oscillation are exactly those which would be stable
provided that all sources use the same utility function, ogven without the lead-lag compensator of [17]. Thus, the
aim is to determine the utility function and parameters whickPmpensator is useful as an insurance against extreme RTTs,
will improve the transient performance. In particular, somether than extending the range of demand functions that can
combinations of parameters are theoretically stable but gife deployed in practice.
a lightly damped (highly oscillatory) response; these must beSince MaxNet's equilibrium is independent of the (com-
avoided for practical networks. mon) demand function, the demand function can be chosen
Stability in the presence of delay requires that the loop g&i improve the transients. In particular, the ratig'v; can be
be sufficiently low. It was shown in [17] that the loop gain ignade independent of the operating point by using a demand
determined by the slope of the demand function, and placifigiction
restrictions on the family of (static) demand functions which 2(q) = Tmaxe™ /7, (12)
are stable. It was further shown that the stability of networéﬁv
using lead-lagcontrollers, such as MaxNet, can be determineéie
from the function

ing k;/v; = oT/7;. This ensures that the rate of conver-
nce will not depend on the capacity of the bottleneck link.

e T s+ z
8T s+ zRi v
where s is the complex frequency;; is the RTT of theith

flow, k; = a,zo;/7; is the slope of a static demand functio
which would result in stability, and; is the slope of the “true”

F(s,m;0) =« (11) C. Need for a new stability proof

In contrast to [17] which uses a lead-lag parameter,
dependent on the largest RTT in the network, the current
r]mplementation of MaxNet adaptsto each flow's own RTT,
setting z; = n/7; as opposed ta; = n/7 as in [17]. This
Istrictly, the controller considered here is either a pure-lead controller Xf'elds
a pure-lag controller, depending on the valuegond . As it is unknown
which is the case, we follow [17] and call it a lead-lag controller.

—sTy

e ST + 1M

st st +nal /T

F(s,m;0) =«

(13)



1) Findw = wy(7) by (14) 05

2) Using (13), construct the Nyquist spiral _1/amax/// N
S ={F(jw,7;1):w > w}. 0 kY

3) Similarly, construct the tail g v
T ={F(jw, ;1) : 7 < 7}. S o5
(Note that this is not the tail of any Nyquist plot, as E Epp——
is fixed.) . ol T

4) Construct a line entirely to above each curve, and line, L
denote the point at which this intersects the real axis 5 4 -3 -2 -1 o
by —1/amax. That is, constructe = {z + jy : y = real
7(564—1/0@3)()} with max andy such thata+jy1) € £ Fig. 10. SpiralS, Tail 7, and line£L together with resultingvmax for the
and (z + jyz) € SUT imply y1 > ya. illustrative case off = 3sn = 0.7 andaT = 0.1s

Algorithm 3. Determining stable parameters.

~v = 0.3504, andw = 0.001525.

In this case the stability proof of [17] needs modification, The proof of Proposition 1 is in two parts. The first shows
since spiral used in that proof no longer encloses the Nyquigt forw < w, all Nyquist curves are below the real axis. The
curves for all frequenciess > 1/7. However, the same second has two subparts. The first shows that the spiral for
principle of studying the system at two timescales can agairis Within S (the spiral forr) by showing that the magnitude
be used. There is again a threshold frequencgdepending ©Of ' is @ decreasing function of for a fixed argument. The
on 7 andn) such that the convex hullf (w;«) is below the second shows that the portion of the tail with> w is within
real axis for frequencies below. It is also possible to choosethe convex hull of7” by showing that the magnitude &f is
o small enough such that (w; ) is strictly below a slanted @ decreasing function ab for a fixed argument.

line through—1+0; for frequencies above. The theoretical ~ The proof involves studying the functional relationship
complication arising from adapting to each flow's RTT is between' and several variables. With the obvious abuse of

that, unlike in [17],w # 1/7. notation, these functions will all be calldd, but with different
Using this approach, it can be shown that MaxNet is stabdgument lists. Let) = wr and
for all RTTs up tor = 1000 seconds using the parameters +jé
: 0 — A NTIP ) _ T 15
of Section VII, namelyl’ = 0.4s, a = 0.66 andn = 0.06. (7, ¢) rg . ¢ (15)
: : ; - nal'/T+j¢ 2
If z were independent of; as in [17], ensuring stability for . .
7 = 1000 seconds would require < 10-3, and it would take SO that F(jo/7,7;1) = [F(j¢/7,7;1)|exp(0(, ¢)). The
a quarter of an hour for flows to achieve their equilibriunfPllowing lemma is proven in [25].
(fair) rates, in contrast to the 20 s shown in Figure 7. Lemma 2:For any givenv > 0, 7 >0, ¢ > 0 and6 <0,
1) dwo(7)/dT <0

. 2) dIF(0,9)|/do <0if § < —7/2
D. Determining stable parameters 3) d|F(6.7)|/dr > 0 if § < /2

The first step in choosing suitable parameters is finding4) d|F(0,w)|/dw < 0
the provably stable combinations. Following [17], it will be 5) darg(F(¢,7))/dr <0
assumed that an upper bound,on the RTT of any flow is 6) d|F(p,7)|/dr >0
known; the system will be designed to be stable forradt 7.

For a given value o&T', and a given lead-lag coefficient
the following is a method to find the range of overall gain
which gives stability.

Define

where the derivative ofirg(-) is defined modul@x. O
Proposition 1 can now be proved.

Proof: By Lemma 1, it is sufficient to prove that, for
any w, H(w;«) does not intersect the real axis to the left of
—14750. Sincea merely scaleg’, this is equivalent td{ (w; 1)

wo(T) = min{w : IM(F(jw, ;1)) = 0} (14) notintersecting the real axis to the left efi /a, which is left
) ) of the intercept of_.

to be the lowest frequency at which the spiral focrosses g anyw and 7 in the tail, F(jw,7;1) is below the real
the real axis, where Im denotes the imaginary part. A givef}is: this follows fromlim,, .o arg(F(jw, ;1)) = —1/2, the
w andT are said to be “in the tail” itu < wo(7), and “in the  continuity of 7 and the definition of the tail.
spiral” otherwise. It will now be shown that (i) for anw < w, H(w; 1) will be

Given oT € (0,a7] andn > 0, the steps to choose entirely below the real axis, and (ii) for any > w, H(w;1)
yielding a stable system are given in Algorithm 3. Figure 1Q|| pe entirely below the oblique line.
shows the construction. (i) Consider anv < w. By Lemma 2(1)w < wo(7) for all

Proposition 1: Under the construction of Algorithm 3, _ 7 Thusw andr are in the tail for allr < 7, and hence
MaxNet is stable for anyr < amax for any number of flows p(;, 7:1) is below the real axis for at, implying H(w; 1)
and any network topology with maximum delay O s also.

For a maximum RTT off = 1000 seconds, the parameters (i) It remains to show that, for all > w, H(w; 1) is below
of Section VI satisfy this proposition witl having slope L if = < 7. The cases of andw being in the tail and in the



3) Empirically adjustn to balance the initial rise time for

1 B . . oy .
. o0 a single flow against convergence to equilibrium; lower
; VRN n reduces the initial rise, but increases the settling time.
g, 5 . £ /f@\\ 4) For the selected parameters, use Algorithm 3 to verify
£, g //?' R\ stability for a sufficiently highr.
i ~ |
4 ‘”/' “ \\ : !
! N | 4
s ol v Sl IX. COMPARISON WITH OTHERPROTOCOLS
-1 0 1 2 -1 -0.5 0 0.5 1
real real In this section we compare MaxNet with other prominent
explicit signalling protocols, XCP, RCP and JetMax. Experi-
(@ 7, 7 € (0.006,0.6). (b) §, 7 € (0.001,10 = 7). mental comparisons are not performed, none of these appear to
Curves truncated to > w. Dotted line completes the . . .
Note the curves are withif” convex hull. Note curves “in have release_d |mp_lementat|ons capable of operatih@ait/s,
in the bottom left quadrant. the spiral” are withinS. but NS-2 simulations of RCP are reported. Flow control

protocols developed for Asynchronous Transfer Mode (ATM)
Fig. 11. Plots of7 andS (solid lines), and Nyquist curves for varying  are also not considered here since they generally require per-
flow information at the switch, which is discouraged in IP
networks.

The XCP protocol and MaxNet differ in several regards.
XCP only achieves constrained max-min fairness [26], which
can yield source rates an arbitrarily small fraction of the
max-min fair rates, in contrast to MaxNet's bound pf.
Furthermore, linear stability of XCP has so far only been
Rioven for a single link with sources of homogeneous RTT.
Indeed recent results indicate that XCP can exhibit oscillatory
behaviour under more diverse circumstances [27]. In this paper
g We prove the linear stability of MaxNet for arbitrary networks
topologies. In terms of implementation, XCP is also more
complicated at the router, requiring 12 operations per packet
compared to 2 for MaxNet and requires 16 bytes compared to

spiral will be considered separately.

If 7 andw are in the tail, then'(jw, ;1)) is below the
real axis, and will be belowC unless it is in the bottom left
quadrant, corresponding tbe [—m, —7/2]. In that quadrant,
F(jw,7;1) will be in the convex hull of7 U {0 + j0} by
lemma 2(4), which lies completely belo@ by construction.
This is illustrated in Figure 11(a), and establishes the result
this paragraph.

Conversely, ifr andw are in the spiral, thed'(jw, 7;1) is
within the convex hull ofS, by lemma 2(3). This is illustrate
in Figure 11(b). SinceCo(S) is entirely below., it follows
that F'(jw, ;1) also is.

For a givenw > w, F(jw,7;1) is in the convex region .
below £ for all = < 7, aEnd thug, their convex hull is also® bytes in the packet header.

within that region. This establishes case (ii) and hence th_eR_CP [11] hf_is a similar structure to MaxNet, Wh,iCh yields_
proposition. similar dynamics for homogeneous delays. One difference is

It is not necessary to construct the complete stand in how they avoid 'equilibrigm queues. MaxNet uses a virtpal
T. 1t is only necessary to construct the outermost arcSof duéue with capacity marginally below the true link capacity,
in the upper left quadrant. Determining how muchBfis While RCP has a parametgwhich, when non-zero, explicitly
required is more complex. Given a lin® = {z + jy : y = reduces the_\ sen(_Jllng rates in the presence of a queue.
~'(z + ')}, and a bounded subs@ C 7, it is desirable to The relationship between RCP and MaxNet is clearly seen

know whetherZ’ is aboveT . A sufficient condition is provided PY considering a network with homogeneous delaysand
by the following result. settings = 0 for RCP, and the virtual queue capacity to the

Proposition 2: Consider a linel’. Let 7/ = 7 N {z + jy - true link capacity for MaxNet. In this case, RCP updates the

y > vz} be T truncated tor > 7/, wherer’ is the largest 2dvertised rate every smait by
value in the tail for which the line between the origin and

R(t) = R(t — dt)(1 + dtM) (16)

F(jw,7';a) is parallel tol’. If £’ is aboveZ’ then,’ is also C
aboveT. O ; ; ;
Taking the log of (16) and usinipg(1 ~ r gives
Proof: This follows from the fact thairg(F (j¢/7, 7; ) g g of (16) s(l+2)~ g
increases as decreases, by lemma 2(5). n log(R(t)) = log(R(t — dt)) + 1 —Oy(t)) (17)
T
E. Parameters for rapid convergence Changing variables using demand functiift) = e~®#®)/7

The parameters used in Section VIl are suitable for mogelds MaxNet's price update law (3) with; = 1.
networks. Networks with unusually high RTTs, or the need More fundamentally, RCP and MaxNet differ in how they
for particularly fast dynamics, may require other parameteade off speed of convergence with stability. Delayed feedback
sets. The following empirical procedure considers practicgystems need to scale their feedback down for long RTTs. In

performance, as well as theoretical stability. MaxNet, this is done at each source, since the sources know
1) Letr be the maximum RTTr, for which rapid conver- their own RTTs. In RCP, this is done by the routers based
gence is required. Setl’ = . on the traffic-weighted average RTT advertised in each packet

2) Forn = 0.1, use (13) to select to give a phase margin header.
of 45°; that is, Arg(F (jw,T;a)) > —37/2 for all w The drawback of MaxNet's approach is that a global pa-
such thatl F'(jw, 7; )| > 1. rameter,aT’, must be set to ensure acceptable performance
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[ Al
\ v

0

1 flow

L1 (155 Mbps, 1 ms delay)
[

R

flows

i

:

L3 (100 Mbps, 1 ms delay)

Fig. 12. Network for which RCP is unstable.

(1]
(2]
(3]
(4]
(5]

for high-RTT flows, which limits the speed of response forg)

low-RTT flows. The drawback of RCP’s approach is that
can be unstable. We uge= 0.4 and 3 = 1, but believe that

it
[7]

for any set of parameters, an unstable topology can be found.
Consider a network shown in Figure 12 with a 155 Mbit/s

bottleneck (1) with 1 ms delay carryingv+1 flows, of which
Flow 1 continues over a 622 Mbit/s linkL¢) with 100 ms
delay and the remainingv split off onto a 100 Mbit/s link
(L3) with 1ms delay. ForN = 1, RCP stabilises after 3s
after overshooting by around 50%. Fdr= 9, the rate of the

8l
El
(10]

Flow 1 oscillates between 10 Mbit/s and up to 100 Mbit/s fdt1]

the first 10 seconds, and then settles down to steady aperiodic

oscillations of about about 30% of the link capacity. Por=

(12]

49 the rate switches rapidly between 0 and the link capacity.
Graphs are presented in [25]. MaxNet has been confirmed[fgxJ

be stable for this network.
The reason for this is that the dynamics of the price
L, are on a fast timescale dominated by the traffic which

of

ey

bottlenecked by.3, while the mean RTT of the flows actually[;s)

bottleneckedat L, is much larger. Note thak, precedes.s
in the path, and so packets cannot easily signdl tthat they
are bottlenecked elsewhere. One remedy would be to incl
packet information identifying the controlling bottleneck.

Jad

In JetMax [12], routers calculate a target rate by estimatirtf]
the number of flows bottlenecked at that link, and estimating

the capacity used by non-bottlenecked flows. For this,

(i8]

uses four 32-bit fields to signal current rate and congestion
information, and three 8-bit fields to identify the bottleneck
router explicitly. This does not include fields to communicat@9]
the control information back from the receiver to the sender. It
is not clear how JetMax estimate which flows are “responsivgg
Protocols in which routers change state based on explicit

signals from sources may also create vulnerabilities to denﬁ'ﬁ{é
I

of service attacks. Such issues are beyond the scope of
paper.

X. CONCLUSION

[22]
(23]

Explicit signalling allows flow control to maintain high

o ; : . [24]
utilisation with small average queues, to rise to full Imé
rate within one or two RTTs and share bandwidth fairly.

MaxNet is such a protocol which has been designed to

easily implemented and provably stable, while minimisinB2

signalling overhead. Experiments on an initial implementati

on

of MaxNet have shown that it achieves the above goals, altél

that it scales well to large numbers of flows.
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