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Abstract— Considering a single bottleneck model of TCP with
a constant number of greedy and nonhomogeneous sources,
and assuming that TCP timeouts do not occur, we establish
necessary and sufficient conditions, related to the bandwidth
delay product, to guarantee that the buffer will never empty.
We also demonstrate by simulation that weaker conditions could
be adequate to maintain high utilization in practice, and discuss
delay and packet drop rate implications.

Index Terms— Congestion control, buffer dimensioning.

I. INTRODUCTION

S IZING of buffers in routers is an important problem. Large
buffers may lead to unacceptable packet delay, while

small buffers may cause excessive packet loss and inefficiency.
Inefficiency due to small buffers is especially relevant if the
traffic is supported by the transmission control protocol (TCP).
TCP Reno [7], [10] reacts to congestion (packet loss) by
halving its congestion window (cwnd). If buffers are too small,
this often empties the queue and causes the link not to be
maximally utilized, i.e., there are packets to be sent but the link
is idle. To overcome this problem, Internet routers nowadays
are designed with large buffers. To be specific, these buffers
are designed to be larger than the bandwidth-delay product
[6], [12]. This paper considers a simple model of TCP with
drop-tail buffer management, and studies tradeoffs between
buffer size (delay) and throughput.

We focus on TCP with drop-tail because: 1) most data
traffic nowadays is TCP based, and 2) despite many proposals
for active queue management (AQM) schemes (see [3], [8],
[9], [15], [17] and references therein), drop-tail is still very
popular.

The TCP protocol has been extensively studied (see, for
example, [1], [4], [13]). It is well known that, for a single
flow, a necessary and sufficient condition for the so-called
“queue never empties” condition [4] is that the bottleneck
buffer be larger than the bandwidth delay product. In this
paper, we consider a single bottleneck carrying multiple flows
and show in Section II that the corresponding necessary and
sufficient condition, for long-lived flows, is that the buffer at
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the bottleneck should be larger than the maximal bandwidth
delay product (rather than, say, the mean bandwidth delay
product). However, in practice, a strict guarantee that the
buffer will not empty may not be necessary, and a smaller
buffer is desirable to guarantee lower delay. Consequently,
we investigate by simulation in Section III the relationship
between buffer size and link utilization, in the presence of
transient flows.

II. MODELLING AND THE FUNDAMENTAL BOUND

Consider a simple discrete system model with n TCP
connections based on the network topology shown in Fig. 1.

Fig. 1. The single bottleneck topology

The following assumptions are made.
1) The capacity of the link from Router 1 to Router 2,

denoted µ, is the bottleneck for each connection.
2) Each flow passes through no other bottleneck links.
3) Only congestion, not channel errors, causes data loss.
4) Router 1 has a single drop-tail buffer of size B.
5) All sources are greedy (always have data to transmit).
6) When the buffer is full, each source experiences at most

one packet loss.
7) As it is commonly assumed, only the congestion avoid-

ance phase of TCP congestion control is considered.
In TCP’s congestion avoidance phase, whenever the source

receives cwnd ACKs, the cwnd increases by 1 and cwnd +
1 packets are then sent. Upon packet loss, the TCP source
decreases the cwnd by half.

If it is assumed that, when a buffer overflow occurs, at
most one packet is lost from any one source and no timeout
occurs, then an expression can be found for the minimum
buffer required to prevent the link from being starved.

Consider n sources sharing a bottleneck link, and bottle-
necked nowhere else, such as in Fig. 1. This ensures that the
round trip time, except queuing for the link being considered,
remains constant. Let τi be the round trip time of the ith
source minus the queuing delay. Then a tight lower bound on
the queue size is

Qmin =
(

B − µmaxi(τi)
2

)+

, (1)
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where x+ = x if x ≥ 0, and 0 otherwise. To establish this
result, consider a network in which τ1 ≥ τj for all j �= 1 and
with a buffer size B.

To see that (1) is a bound, note that (a) aside from small
statistical fluctuations, the buffer occupancy only reduces after
a packet is lost, (b) the reduction is by half of the aggregate
window size of flows which lose packets, and (c) the buffer
occupancy is B before the packet loss. Let wj be the window
size of flow j. The reduction in buffer occupancy is maximised
when a loss occurs in each flow, and so it is maximised when
the aggregate of all flows’ windows is maximised. This occurs
when wj ≈ 0 for all j �= 1 and w1 ≈ µτ1 + B. If

B > µmax
i

(τi), (2)

then the residual buffer occupancy is w1/2 − µτ1 = Qmin.
Otherwise, it is 0, which is again Qmin.

To see that (1) is a tight bound, note that it is possible
(albeit unlikely) for losses to occur in such a way that the
above scenario (wj ≈ 0 for all j �= 1) occurs.

The implication of the bound (1) is that, if (2) is satisfied,
then Qmin > 0 and the link can never be starved of packets.
It thus achieves full utilisation.

We can therefore conclude that for the single bottleneck
case we considered, the buffer being larger than the maximal
bandwidth delay product, is a necessary and sufficient condi-
tion for the buffer never to empty.

This new result is consistent with results of other TCP
analyses [1], [5], [13]. Note also that by (1), Qmin is in-
dependent of n, the number of TCP connections. However,
we may expect that the distribution of the buffer occupancy
does depend on n, with the tail becoming increasingly light
as n increases. This can be justified by noticing that the
maximum decrease in buffer occupancy only occurs when all
n flows simultaneously halve their windows. As n increases,
the probability of this decreases.

III. SMALLER BUFFERS AND TRANSIENT FLOWS

Although the above condition is necessary to guarantee
full link utilisation, the chance of the buffer emptying with
a smaller buffer may be very low. Let τ̄ be the mean round
trip time. In the case of homogeneous sources, τi = τ̄ for
all i, the maximum and mean values of τi coincide. Namely,
maxi(τi) = τ̄ . Thus in this case, according to (2), dimen-
sioning the buffer to be equal to the mean bandwidth delay
product, defined by µτ̄ , is sufficient. However, in this case,
the flows can become synchronized causing windows to halve
simultaneously. When round trip times are nonhomogeneous,
it is expected that only a small subset of flows will halve
their windows at any one time, leading to reduced buffering
requirements. This suggests that, also in the general case of
nonhomogeneous sources, it may be sufficient to use

B > µτ̄ . (3)

The simulation results presented in [16] demonstrate that this
is indeed sufficient for the cases examined.

We will now demonstrate by simulations that even buffers
smaller than the average bandwidth delay product can lead to
very small proportion of time where the buffer is empty.
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Fig. 2. Minimal buffer required to achieve a given proportion of idle time
as a function of the number of sources.

We use the topology of Fig. 1 and the parameters: µ =
4, 000 packet/s (i.e., about 16 Mbit/s for packet size of 500
bytes). The mean propagation delay (τ ) is 100 ms, giving
a bandwidth delay product of 400 packets. The number of
sources (n) and the buffer size (B) are varied. The actual prop-
agation delays are governed by a Pareto distribution with mean
100 ms. To this end, we considered the propagation delay to
be a Pareto random variable Ψ. In particular, we generated n
deviates from a Pareto distribution with parameters γ and δ
defined by its complementary distribution function given by

P (Ψ > x) =
{ (

x
δ

)−γ
, x ≥ δ

1, otherwise.

Its mean is given by E[Ψ] = δγ/(γ − 1).
In our simulation experiments, we chose γ = 1.2, which

implies that Var[Ψ] = ∞. To fit the mean E[Ψ] = τ̄ =
100 ms requires δ = 50/3. This provides a good match to
measurements [11]. Each simulation run lasted for 1000 s.

An interesting question is what is the minimal buffer size
for the buffer to be empty for an acceptable proportion of
time. Fig. 2 presents ns-2 simulation [14] results that answer
this question for the case of long-lived flows. The number of
sources n is varied between 1 and 100. For each n value,
we run many simulations, each for a different value of the
buffer size (B) to find the minimal value of B such that the
proportion of time the buffer is empty is first 1% and then
5%.

This graph shows that buffers very much less than the
bandwidth delay product (of 400 packets) are sufficient to
yield high throughput when the number of flows is significant.
Even for n = 5 users, a throughput of 99% is obtained using a
buffer size of slightly over half the bandwidth delay product.
This is consistent with recent analytic results [2].

To investigate the impact of finite flow duration, we sim-
ulated a system with an Engset (finite population) arrival
process, and sessions of length uniformly distributed from 1
to 200 packets (with mean 100.5). After each transfer, the
source waited an exponential time, with mean 2 seconds,
before starting a new session. Fig. 3 shows the percentage
of idle time as a function of the buffer size for populations of
200 and 500 users. This yields on average around 110 (200
users) and 400 (500 users) simultaneous flows, although the
actual average is a decreasing function of the buffer size.

Smaller buffers also mean a higher packet drop rate. In
Fig. 4, we present the packet drop rate versus the buffer size
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Fig. 3. Link idle time versus the buffer size for populations of 200 and 500
users (on average around 110 and 400 active sources).
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Fig. 4. Packet loss probability versus the buffer size for n = 25, 100 sources.

for n = 25 and n = 100 long-lived flows. As expected, the
drop rate decreases as the buffer size increases. However, in
contrast to the throughput, the drop rate is significantly worse
when a larger number of sources share the buffer. To see this,
note that the average window size is smaller when there are
more flows, and so the reduction in packet arrival rate caused
by one flow halving its window is less. Thus, more halving
events need to occur, requiring a higher packet loss rate.

Even though the foregoing results show that buffers sig-
nificantly smaller than the bandwidth delay product may be
sufficient, it could be argued that memory is cheap, and so
even a slight performance improvement would justify using
large buffers. However, the primary benefit of using smaller
buffers is a reduction in the queuing delay. This is quantified
in Fig. 5, which shows ns-2 simulation results for the mean
percentage of buffer occupancy versus the buffer size for
n = 25, n = 100 and n = 1000 long-lived flows.

The mean fractional occupancy is significantly larger when
the number of users is larger. That is again because the window
size of each flow is smaller, and so the amount by which
the occupancy decreases on each packet loss is smaller. It is
this increase of mean occupancy with number of connections
which explains the results in the two previous figures.

IV. CONCLUSIONS

We have established that the buffer size being at least the
bandwidth delay product is necessary and sufficient condition
to guarantee that the buffer never empties for a single bottle-
neck model of TCP with a constant number of saturated and
nonhomogeneous sources and assuming that TCP timeouts do
not occur. For this model. we have demonstrated by simulation
that smaller buffers are adequate to maintain high utilization in
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Fig. 5. Mean percentage of buffer occupancy versus the buffer size for
n = 25, n = 100 and n = 1000 sources.

practice. We have also demonstrated by simulation the increase
of delay and drop rate with an increase in the number of
sources, and that delay increases and drop rate decreases with
an increase in buffer size.
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