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This paper investigates the impact of non-negligible header length (HL) in
optical burst switching on blocking probability. The header length is the total
delay of a control packet at the controller. We first develop a model that explicitly
presents the distribution of offset times as a function of the header length. Next
we argue that the variance of this distribution (and not the mean) affects the
blocking probability. In particular, the total blocking probability of a burst is
dominated by the blocking on its last link, where its offset is shortest. We derive
a lower bound for a HL threshold value below which blocking is not sensitive
to the reservation algorithm. This threshold depends on network connectivity,
number of channels per fiber and burst length. The blocking probabilities of both
the Just Enough Time (JET) and horizon reservation algorithms were empirically
found not to be very sensitive to the distribution of burst sizes.
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1. Introduction

Optical Burst Switching (OBS) [1–4] has been proposed as a possible fu-
ture transport network, in the hope that it will be able to provide more ef-
ficient multiplexing of the available optical bandwidth. Many recent publi-
cations focus on a key feature of OBS networks: the choice of reservation
scheme [5–11]. In OBS networks, a control packet (or “header”) is sent in
advance of each burst to reserve an output channel on the outgoing link at
each switch on its path. Upon its arrival each header is converted to elec-
tronic form and a reservation algorithm is executed in order to allocate an
output channel (wavelength) to the burst (if one is available) for the given
time period when the burst requires it. The chosen output channel then car-
ries the burst towards the next switch in the network. Since the channel is
allocated based on the known start and end times of the burst as well as the
availability of resources, the algorithm in effect makes a reservation of the
resource for a specific time in the future. If the reservation algorithm can-
not allocate a channel, then the burst is lost. The blocking probability of the
system is the expected fraction of lost bursts.

Since optical networks lack optical buffering, if bursts are to travel from
origin to destination without conversion to the electronic domain, the cross-
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connect switch fabrics must be already configured to route them from input
port to output port when they arrive. Because switch fabric reconfiguration
takes non-negligible time, it is necessary to assemble bursts at the entry
points to the network (ingress nodes) which contain a “large” amount of
multiplexed information so that the cross-connect can be reconfigured less
frequently. These set up and release times must be taken into account in the
reservation algorithms.

This study focuses on the impact on blocking probabilities of non-
negligible delay at the controller of an optical switch. In this paper, the
term header length (HL) of a control packet will refer to the total delay
at a controller. This includes the time required to read the header, as well
as the execution time of the control algorithms. The time delay between a
header and its companion burst is known as the “offset time”, or more sim-
ply the “offset”, and it is defined at each visited OBS switch along the path
of the burst. Because the control packet has to be processed at each of the
controllers, the offset after processing will be decreased by HL. We com-
pare the performance of two popular reservation schemes: the Horizon [1]
and Just Enough Time (JET) [5,8] algorithms, explicitly taking into account
their execution times.

The details of the model are in Section 2. Section 3 establishes the model
for the offset distribution at each OXC, as a function of the processing time.
The main results of this paper are in Section 4 and Section 5, where we
present a comprehensive study comparing the performance JET and Horizon
as a function of processing times. We conclude the paper with a series of
design recommendations, based on our simulation experiments.

2. Model Formulation

We consider a network with several access networks where packets are di-
rected to the edge routers (entry points to the OBS network). There, packets
are assembled into bursts. The core network consists of optical cross con-
nects (OXCs) and each link joining OXCs represents a fiber with C channels
or wavelengths.

When a burst has been assembled, a control packet is sent via dedicated
control channels to the OXC’s along its route for processing. The main func-
tion of the processor is to make the reservation of channels for the upcom-
ing burst. Following [13], suppose that the route p1, . . . , pH is assigned at
the edge router, and consider any intermediate OXC pi, i ∈ {1, . . . , H},
where H is the number of hops in the route. The control packet arrives at
time t(pi) and contains the information (b, (pi+1, . . . pH), δ(pi)), where b is
the burst size in units of time and δ(pi) is the offset representing the delay
between the arrival of the control packet at the OXC and the arrival of the
corresponding burst.

The controller keeps a list of reservations per output fiber, each of which
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has C optical carriers or channels. This list enables the controller to establish
appropriate connections across the switch fabric just in time for each burst
arrival. Upon arrival of a control packet at a cross-connect p, it is processed
by the (electronic) controller, which retrieves the information (b, p′, δ(p)).
This control packet will request a reservation of (any) channel at the output
port towards node p′ for the period of time [t(p) + δ(p), t(p) + δ(p) + b],
assuming that the burst size b already contains enough slack time for the
switching to be performed before the actual burst arrival.

The Horizon Algorithm

The horizon algorithm searches through the C wavelengths to find those
that are currently free of reservations for the required time period, and then
it chooses the one which minimizes the void which would be introduced by
accepting the new reservation (Figure 1). The time when the reservation is
requested is represented as the origin in the x-axis, and the state of the list
is represented in the picture by indicating the time sub-intervals that have
been reserved for each wavelength. Channel 3 is chosen in this instance,
the only one eligible for the algorithm. If every wavelength has reservations
after time t(p) + δ(p) + b the burst will be blocked upon arrival.

Start of processing of control packet

reservation slot requested

allocated channel

1

2

3

4

channel

channel

channel

channel

time

Fig. 1. Example of burst allocation by the Horizon algorithm

The Just Enough Time (JET) Algorithm

In this method, the algorithm looks for voids to fit the requested time interval
reservation [5, 8]. If several candidates exist, then it chooses the one with
minimal introduced void between the preceding burst and the new arrival.
In Figure 2 we show an example of such an allocation, where now channel 4
is chosen. In [12] we propose an implementation, called “slotted JET” that
requires a constant execution time per channel in order to find the eligible
channels for the requested reservation.

The execution time of the reservation algorithms is therefore assumed to
be a constant (not random) that may depend on the number of channels, the
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Fig. 2. The Just Enough Time algorithm

processor speed and the implementation of the algorithms.

3. Offset Distribution and Header Length

It takes κ units of time to read the information of the header. Call τ(p) the
execution time of the reservation algorithm. Therefore the header length is
defined to be τ = τ(p)+κ. In the event that no reservation is made because
all the channels will be busy at that time slot, the header and corresponding
burst must be discarded. Otherwise, the controller updates the offset for the
next node (see Figure 3):

δ(pi+1) = δ(pi) − τ(pi) − κ, (1)

because both control packet and burst travel at the speed of light, assuming
zero dispersion (constant group delay).

control packet

p)t

(p)τ

t

b δ(p)

κ

burst

(

Fig. 3. Arrival epochs of control packets and bursts.

From this basic dynamic equation on the evolution of offsets along the
control packet’s route, it follows that the execution time of the scheduling
algorithm has an effect on the offsets. In what follows, we show that it is
through this dependency that the performance of the network (in terms of
blocking probabilities) can be greatly affected.

Because the route p1, p2, . . . , pH of any burst is known at the time of burst
creation at the edge router, it is possible to set the initial offset time as:

δ(p1) =

H∑

i=1

τ(pi) + Hκ. (2)
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Using (1), this assignment gives just enough delay between the header and
the burst arrival times upon burst assembly, in order to avoid early arrivals
during flight.

Lemma 1 Suppose that all OXC’s controllers have the same processor
speed, and number of channels, so that the header length τ(p) + κ = τ
is constant for all p. Then the offset distribution at any OXC p is a discrete
distribution on {τ, 2τ, . . . , Hτ} and

P{δ(p) = hτ} =
λh(p)

∑H

i=1
λi(p)

, (3)

where λh(p) is the effective arrival rate at the OXC p of bursts on paths
whose destination lies exactly h hops ahead of p.

Proof: Assume that (2) is established to ensure zero offset upon exiting the
final hop. When a burst arrives at p, if its route still has h more hops, then
the offset is necessarily hτ . Because the arrival processes at p have different
sources, in stationary operation the fraction of arrivals coming from such a
path is proportional to the effective arrival rate. �

At the OXC, the header arrival process is a superposition of arrival pro-
cesses per route. Under the assumption that there is a large number of routes
passing through any OXC such that they have h hops to reach their desti-
nation, it is reasonable to model the consecutive scheduled arrival times of
headers as a Poisson processes with aggregate arrival rates. Under this as-
sumption, the effective arrival process of these packets is also Poisson.

4. Impact of Header Length

Consider a single OXC with a superposition of arrival processes, separated
by their class. All arrivals from class h ∈ {1, . . . , H} have the same offset
δh ≡ hτ , as in Lemma 1. Control packets of class h belong to routes that
need h more hops to reach their destination. Therefore, small values of the
class represent bursts that are close to destination, and they have smaller
offsets. Because reservations made well in advance have more chances to
find free resources, it turns out that for both JET and horizon there is a
bias favoring the customers of higher class h [14].This establishes a priority
system.

4.A. Comparison of Scheduling Algorithms

Intuitively, JET (and other void-filling algorithms) would be expected to
have a lower blocking probability than horizon. This is not always the case;
there are many realistic network scenarios when it is never possible to fill
voids. For example, if all offsets are the same (H = 1), then the system
becomes a simple M/G/C/C system and void filling is impossible. In this
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scenario, JET and horizon yield identical performance. This result is gener-
alized by the following lemma.

Lemma 2 Let b̄ be the minimal burst size. For the model of offset distribu-
tion given in Lemma 1, if the processing times for both Horizon and JET
satisfy τ < b̄/(H − 1), then both reservation schemes yield the same allo-
cation of channels.

Proof: There cannot be any reservations starting after Hτ units of time from
the time a reservation is requested. The earliest request possible is for the
time interval [τ, τ + b]. Because b > (H − 1)τ , it is impossible that such a
request be allocated to a channel unless the channel is indeed free of future
reservations, so JET and horizon yield the same allocation. �

From the above analysis, it seems natural to expect that the advantages
of the void filling algorithms will only be noticeable when the offset dis-
tribution has a large variance. In our model, this happens when the HL
τ = κ + τ(p) is relatively large. As our simulation experiments confirm,
the blocking probabilities are the same up to a threshold, after which the
blocking increases dramatically for the Horizon algorithm, while staying
relatively stable for the JET algorithm. However, the processing times of
the reservation schemes may be different and this may negatively impact
the performance of JET.

4.B. Number of Channels

It has been shown [15] that as the number of channels grows, the voids van-
ish under both algorithms. Thus blocking attains the same value for both
algorithms, even using a scaling of the traffic intensity to keep the same uti-
lization. However both algorithms have a processing time that is dependent
on the number of channels. In this paper we show by simulation experiments
that the upper bound b̄/(H − 1) is conservative as the number of channels
grow. The point where both allocations start to differ increases with the
number of channels.

4.C. Burst Size Distribution

Some researchers have assumed that burst sizes are exponentially distrib-
uted [5, 9, 11, 16]. In this work we will depart from this common model,
and we will use simulations to assess the performance of various scheduling
schemes. While independence between burst sizes may be justified in prin-
ciple under the assumption that the bursts are formed with a large number
of multiplexed packets from the access network, we find it very difficult to
motivate the exponential distribution of the burst sizes. Because the bursts
are formed by aggregating information at the access networks, if the sources
have a stationary behavior, then the burst size must necessarily be positively
correlated to the inter-arrival times: the longer it takes to send the next burst,
the larger its size.
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At the edge router, bursts will be assembled by aggregating traffic that
shares the same route. Suppose that the traffic demand for route R =
(p1, . . . , pH) multiplexed from the access networks is a Poisson process with
rate λR. We mention here two likely scenarios for burst assembly that will
characterize the burst size distribution. In our first scenario, the informa-
tion is collected until the burst reaches a target size with N(b̄) bytes, which
require b̄ units of time for transmission. In this case, the inter-arrival times
between bursts constitute a sequence of iid random variables with an Erlang
distribution of mean N(b)λR, being the sum of N(b) iid exponential random
variables. The second scenario assumes that bursts along each route are sent
periodically, every T̄ units of time. Under this model, the consecutive burst
sizes are iid random variables with Poisson distribution of mean λRT̄ . For
large enough T̄ the burst size can be approximated by a Gaussian random
variable, using the Central Limit Theorem. In Section 5.B we evaluate the
impact of burst size distribution on performance via simulations using ex-
ponential, constant and Gaussian distributions.

5. Simulation Experiments

We consider performance in regions of relatively low blocking probability
(∼ 10−3), which allows us to approximate the blocking probability of any
route as the blocking probability it experiences on its last hop, neglecting
blocking at upstream nodes, as a result of the priority effect. We call this
performance indicator the lowest priority blocking.

Following Lemma 1, we simulated a single link with control packets
arriving as a Poisson process with rate λ, each with an offset time drawn
from a uniform distribution over {τ . . . , Hτ}. This model is representative
of a number of network topologies, such as the linear networks depicted in
Figure 4. Other discrete distributions will yield analogous results.

Fig. 4. Network modeled in simulation study. Blocking probability at the third link (dashed)
was the performance measure studied.

We report on the characteristics of the blocking probability of the last link
under both Horizon and JET as the HL τ varies. When τ = 0 both Horizon
and JET operate like a M/G/C/C system and their blocking probabilities
can be calculated by Erlang’s B formula. As a baseline therefore, we chose
to set the traffic intensity in each simulation scenario to yield a blocking
probability of about 0.002 when τ = 0.
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Fig. 5. Blocking probability vs. τ/b̄ for constant burst size, 3 hops, (a) 8 wavelengths, (b) 32
wavelengths, 3 hops.

5.A. Constant Burst Sizes

The burst sizes were set to be constant at b̄ = 100.0 µs. Figures 5(a)–5(b)
show the average and lowest priority blocking probabilities as a function of
τ/b̄, for 8 and 32 wavelengths respectively, when H = 3. Note that compar-
ing the results for a particular value of τ/b̄ will be misleading since Horizon
and JET will have different processing times τ . The graphs should therefore
be read by identifying the two points of interest, one for JET and one for
Horizon, and comparing the blocking probability at those two points. For
the system with 10 hops the results are shown in Figures 6(a)– 6(b). In both
cases, the lower bound of b̄/(H − 1) given in Lemma 2 can be verified,
but the threshold increases with the number of wavelengths, a result that is
consistent with previous findings that the performance gap between Horizon
and JET is reduced as the number of channels grows to infinity.

The significant feature of these results is that the worst case blocking in-
creases sharply as τ increases from zero. This is important since any burst’s
probability of being blocked is dominated by this quantity.

5.B. Burst Size Distribution

To investigate the impact of the burst size distribution we used Gaussian
and exponential distributions. These were simulated for a single link with
32 wavelengths and H = 10. We compared the results to the correspond-
ing ones when the burst size was constant and equal to the mean of the
Gaussian and exponential distributions, b̄ = 100 µs. For the Gaussian, we
chose two values of the standard deviation parameter: b̄/5 and b̄/2. The
results, in Figures 7(a)–7(b), show that the higher variance of the burst du-
ration causes higher blocking, which is an expected result. The dependence
on the distribution is fairly weak, which is intuitively pleasing given the
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Fig. 6. Blocking probability vs. τ/b̄ for constant burst size, 10 hops, (a) 8 wavelengths,
(b) 32 wavelengths

well known insensitivity of the M/G/C/C system to the holding time dis-
tribution. These plots show the blocking probabilities in a linear scale (not
logarithmic) to distinguish the small differences in values. It is noticeable in
this scale how JET becomes almost insensitive to processing times after the
threshold is attained.

5.C. Header length values

The foregoing results show the impact of HL on blocking probability for the
JET and horizon algorithms. However, the execution time may not be equal
for the two algorithms. If the control packets are assumed to be 1000 bits
long, the transmission time will be κ ≈ 1 µs at 1 Gbps. For both algo-
rithms, a basic magnitude comparator implemented in parallel hardware
would require at most a few clock cycles, yielding a conservative estimate of
τ(p) ≈ 0.1 µs for the Horizon scheme with current technology. Most imple-
mentations of JET would require sequential operations to find the candidate
gaps and may require five times as much time as horizon. This is the moti-
vation for our current research [12], which proposes a novel implementation
of JET that can reduce τ(p)) also to a few clock cycles, reasonably between
0.1 µs and 0.5 µs.

We can see from the from Figure 6(a) that the point where JET and hori-
zon diverge in blocking performance depends on the design parameters τ
and b̄, through their ratio. For example, for the network with C = 8, H = 10,
if τ/b̄ = 0.2 then the blocking probabilities have already diverged. At that
point, the ratio of the average link blocking probabilities of JET and horizon
is 1.08, assuming equal execution times. Thus, supposing that burst lengths
are b̄ = 100 µs, the break point occurs at an unrealistically high value of
τ = 2 µs. However, if burst lengths are designed to be 10 µs then the break
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Fig. 7. Blocking probability vs. τ/b̄ for different burst distributions, 32 wavelengths,
10 hops. (a) Average link blocking, (b) Lowest priority blocking.

point will occur when τ = 0.2 µs which falls within realistic values of the
HL. This places an upper bound on the HL of 200 bits (25 octets) at 1 Gbps.
Outside of these limits the incentive to implement efficient versions of JET
becomes significant.

Consider now situations when JET and horizon have the same perfor-
mance. If τ/b̄ = 0.05 for the case C = 32, H = 10, then the ratio of lowest
priority to average blocking is 3.34, whereas when τ/b̄ = 0.01, the ratio
is 1.87. Thus τ/b̄ = 0.05 creates more unfair differentiation among routes
compared to 0.01. However, If b̄ = 100 µs then this means τ = 1 µs is in
this “fairer” regime, whereas if b̄ = 10 µs then τ = 0.5 µs is already in the
“unfair” regime. This again provides guidance to engineers, on bounds for
τ and b̄.

6. Concluding Remarks and Design Recommendations

This paper focussed on systems with small blocking probabilities. This
regime is important because client protocols which are envisioned to be
transported over OBS networks (such as TCP/IP networks) cannot toler-
ate excessive loss and still deliver acceptable throughput performance to the
end user. The processing time, τ , of an OBS switch determines the minimum
offset time that should be set at the source, if the control packet is to arrive at
its destination before its burst does (assuming no delay lines are used). The
variation of the offset time causes a priority system whereby those bursts
which are closest to their destinations (with the least offset time) are dis-
advantaged significantly. However, for our model, every burst becomes a
lowest priority burst at its final hop, and intermediate hop blocking is in-
significant compared to final hop blocking, so final hop blocking probability
is a critical performance measure.
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Through simulation we have shown that as τ increases from zero, the
final hop blocking probability of the OBS node increases dramatically. Fur-
thermore, JET and horizon experience identical blocking probability until τ
reaches a threshold value. The threshold depends on the maximum number
of hops in the routes as well as burst size. For small number of hops (say
H ≈ 5), the scenario of τ being comparable to b̄ is highly unrealistic, be-
cause bursts comprise large amounts of data. In this case it may be better
to use the Horizon algorithm. However for networks with high connectivity
and a moderate number of channels and small burst sizes there may be a
benefit in using JET, provided that an efficient implementation is used with
constant and small execution time, making it comparable with that of the
Horizon algorithm. This is the subject of a parallel research project [12].

There is significant value in designing the OBS network to ensure that
blocking probabilities are equalized among classes such that final hop
blocking is no longer dominant, using either delay lines [17] or software
based preemption [13]. Along with more realistic traffic models, these two
aspects of OBS will be a major focus for our continuing study.
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