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Abmacl-For ABR to be practical, its rate must be able to be 
Eontrolled effectively wen in me presence of a large mund trip time 
(RTT). This paper eompares the performance of B recently pm- 
posed funy logic controller for ABR with a simple threshold based 
scheme in this case. The fuzzy logic scheme is found to be signif- 
icantly more sensitive to increases in the RTT than the non-fuzzy 
scheme. 

I. INTRODUCTION 

In order to achieve high utilisation, ATM networks 
must provide an available bit rate (ABR) service [l-31, 
which allows very hursty, non-redtime sources to trans- 
mit at high rates when network load is low, and low rates 
when either network load is high, or their own demand is 
low. The key to ABR services is rate control [31, that is, 
providing each source with information about its allowed 
cell rate (ACR) in time for it to adjust its transmission 
rate. However, uncertainties in transmission delays and 
traffic patterns make this a very complex task. 

In recent years, fuzzy logic [4,5] has shown promise in 
the control of complex systems, and several fuzzy con- 
trollers have been proposed for ABR rate control [6,7]. 
This paper will compare the performance of a recently 
proposed fuzzy explicit rate mechanism for ABR con- 
trol, FERM [6], with a conventional controller based on 
crisp (non-fuzzy) rules [8,91. The comparison will focus 
on the performance of these schemes in the presence of 
large round hip times (R‘ITs), which can cause instability 
in control algorithms. 

A brief review of fuzzy logic concepts, and a descrip- 
tion of the FEW algorithm, will be given in Section 11, 
followed by a description of the classical RRY algorithm 
in Section JII. Section IV will present and discuss the 
findings of this investigation. The specific fuzzy rules of 
FERM are described in the appendix. 

11. DESCRIPTION OF FERM 
A. Overview of Fuzzy Logic 

Experts rely on vague, imprecise rules to make de- 
cisions. They consider whether an object is “large” or 
“small”, rather than whether its size exceeds a precise 
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threshold. Fuzzy logic [4,5] is an attempt to formalise 
the processing of such imprecise rules. It allows a var- 
able to he partly “large” and partly “small” at the same 
time. Words like “large” and “small” are called linguis- 
tic t e r n ,  and a fuzzy value is essentially a measure of 
how well each of a collection of linguistic terms describe 
a particular quantity. Several linguistic terms may de- 
scribe a value, but none are likely to describe it perfectly. 
How well the term describes the value is called the mem- 
bership of the fuzzy value in the fuzzy set. For example 
an ACR of 300 cells/ms may be “0.5 large and 0.3 very 
large”. (Note that the memberships must he in the range 
(0, I), but need not sum to 1). Engineering applications 
of fuzzy logic have three steps: fuzzification, rule appli- 
cation, and defuzzification. In fuzzification, crisp input 
values measured from the system, l i e  the current ACR, 
are converted to fuzzy values. Defuzzification is the re- 
verse of this operation, in which the degree of memher- 
ship in each of the sets is considered, and a single crisp 
value is produced. 

Fuzzy rules have the form “IFpremise THEN conclu- 
sion”. The premise is made up of statements “variable 
IS value”, combined with the operators AND, OR and 
NOT; for example “buffer capacity IS high AND rate of 
change IS very low”. The truth of a statement “variable 
IS value” is simply the membership of the fuzzy value of 
“variable” in the fuzzy set corresponding to the linguistic 
term “value”. The truth of “expl AND exp2” is the min- 
imum of expl and exp2, and the truth of “expl OR exp2” 
is the maximum of expl and exp2. 

B. The FERM algorithm 

FERM 161 is an explicit rate rate control algorithm, 
which means that it calculates the desired maximum 
transmission rate of each source and explicitly specifies 
this rate through the mechanism of resource manage- 
ment (W) cells, which are generated by the source every 
N,, cell times. Time is divided into control intervals, 
each consisting of Nfp cell arrivals, and the state of the 
controller is updated every control interval. To update 
the controller state, the controller applies the fuzzy rules 
given in the appendix to the current buffer occupancy, q, 
and the difference, dq, between q and the buffer occu- 

0-7803-4984-9/98/$10.00 01998 IEEE. 

Authorized licensed use limited to: SWINBURNE UNIV OF TECHNOLOGY. Downloaded on January 8, 2009 at 02:33 from IEEE Xplore.  Restrictions apply.



2465 

pancy at the previous control time. The algorithm then 
produces a desired fractional How rate (FFR), which is 
multiplied by the peak cell rate (PCR) of each ABR con- 
nection to determine the explicit rate (ER) for that con- 
nection at this switch. For each RM cell arriving in that 
control interval, if the switch's ER for the corresponding 
connection is lower than the ER already in the RM cell, 
then the old ER value is overwritten. 

111. DESCRIPTION OF RRY 

The benchmark to which FERM is compared in this 
paper is an algorithm based on work of Ramamurthy, Ren 
andYin [8,9] which we will call the RRY algorithm. This 
is based on the approach of allocating each link a fair 
share of the available bandwidth, which is the bandwidth 
once the sum of the minimum cell rates (MCRs) of the 
sources has been removed. The fair share, F S ,  is then 
the available bandwidth divided by the number of ABR 
sources sharing it, which is assumed to be known. Ideally, 
all sources should transmit at exactly their fair share rate 
all of the time. However, to ensure stability, operating 
conditions are divided into periods of congestion and no 
congestion, depending on the buffer occupancy. In this 
study, the switch was deemed to be congested if the buffer 
was more than half full. During congestion, the explicit 
rate is slightly lower than the fair share: 

E R  = M C R  + (RDF X F S )  

where RDF is a rate decrease factor, chosen as 0.875 
here. Similarly, when there is no congestion, the explicit 
rate is slightly higher than the fair share by an amount 
proportional to the peak cell rate of the connection: 

E R  = M C R  + F S  + ( P C R  X R I F )  

where RIF is the rate increase factor, chosen as 0.003 
here. 

IV. RESULTS 

A. Experimental scenario 

The network investigated in this paper consists of N,,, 
ABR sources and one VBR source attached to a single 
switch with a 1024 cell buffer and a bottleneck output link 
of 155Mbps. The ABR sources were persistant sources 
with a PCR equal to the maximum cell rate of the hottle- 
neck link to model a file transfer, and the VBR source was 
an on-off source with a PCR of one quarter of the rate of 
the bottleneck link. The parameters are given in Table I. 
The switch periodically checks each of the sources, and 
deems the number of currently active sources the he the 
number which have transmitted cells since the last check. 

B. Single ABR Source 
The two control algorithms were tested for the case of 

a single ABR source starting transmitting at time Oms, 
with a VBR source starting at time 3 ms, for a range of 

TABLE I 
SIMULATION PARAMETERS FOR ABR SOURCES. (NOTE: 365 

CELLSIMS CORRESPONDS TO 155 MBPS) 

Description 

Peak cell rate 365 cellslms 
Initial cell rate 365 cellslms 

Rate increase factor 0.003 
Rate decrease factor 0.875 

Cells per RM cell 
Cells per control interval 

Fig. 1. Buffer oecupanq VE time far several valves of KIT for 1 ABR 
s o w  and one VBR source swing at 3ms with FERM mml. 

round trip times. Note that the ABR control algorithm 
has no control over the rate of the VBR source. Figure 1 
shows the buffer occupancy against time for some of the 
significant values of RTT using the fuzzy control algo- 
rithm. For low delays, the systems behaves qualitatively 
like a simple damped second order system. For an RTT 
of above approximately 1.43 ms, the system is no longer 
damped, but shows sustained oscillation, whose magni- 
tude increases as the RTT increases. For increasing RTT, 
oscillations also become less sinusoidal, and begin to re- 
semble triangular waves with rounded peaks and troughs. 
For a R'IT of less than 4.00 ms, the buffer is never empty, 
and so the utilisation is 100% (neglecting overheads such 
as RM cells). However, for larger RTTs, the buffer is 
empty for a proportion of each cycle, and the utilisation 
drops off steadily. When the RTT reaches 8.47ms, the 
oscillations become large enough to overflow the buffer, 
causing unacceptable cell loss. For these large delays, the 
system is very clearly not a simple second order system, 
with the piece-wise nature of the fuzzy rules becoming 
apparent for a queue size of around 700 cells and decreas- 
ing. Delays this large would not he expected in such a 
simple single switch system, since they correspond to the 
propagation delay of a 2500km link, hut such delays are 
commonplace in systems containing multiplc switches. 

Much better results were obtained using the classical 
RRY algorithm, as can be seen in Figure 2. Under this 
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Fig. 2. Buffer occupancy vs time far seveml values of R R  for 1 ABR 
so- and one VBR source starting at 3ms with RRY control. 
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scheme, a backlog immediately builds up when the VBR 
source starts transmission, but after one RTT, the con- 
trol algorithm cuts the rate and the system remains rela- 
tively stationary. As the RTT increases, the initial back- 
log increases. Cells will be lost when the size of this 
backlog exceeds the buffer size, which in this simulation 
occurs for RTT = 9.6ms, which is greater than the RTT 
causing loss for the FERM algorithm. The typical be- 
haviour can be clearly seen from the graph for RTT = 
8.47ms. Initially the buffer fills rapidly, and once the 
control has commenced the buffer occupancy will con- 
tinue to rise gradually until one RTT after the threshold 
has been exceeded, at which time it will drop rapidly until 
one RTT after the occupancy drops below the threshold 
again. Thus, unlike the results of the FERM algorithm, 
there will be sustained low amplitude oscillations even 
for low RTTs. However, moderate oscillations are not 
of themselves harmful; it is much more important to en- 
sure that the utilisation of the bottleneck link is 100% and 
the cell loss ratio (CLR) is zero. Thus oscillations which 
cause the buffer to empty entirely or cause the buffer to 
fill entirely are the primary concern. Since these phe- 
nomena occur at significantly larger levels of R lT  for the 
RRY algorithm than FERM, the RRY algorithm is supe- 
rior in the presence of large delays. 

C. Multiple ABR sources 

The results presented above show how a single ABR 
source will react to a step change in available hand- 
width. However, in a practical situation, there are likely 
to be many ABR sources all interacting with one another. 
When one source reduces its rate, other sources will per- 
ceive a reduction in the rate of increase of the queue and 
thus increase their rates. 

To investigate the scalability of the FERM and RRY 
algorithms, simulations were performed for RTTs of 0.17 
to 0.2 ms with five ABR sources staaing at approximately 
time zero, and the same VBR source as was used in the 
previous section. The total source rate (the sum of all of 
the ABR rates and the VBR rate) and the huffer occu- 

Fig. 3. Total source rate and queue length vs time. RTT = 0.17ms. 
FERM Contml 
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Fig. 4. Total source rate and queue length YS time R'M = 0.18ms. 
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pancy for each of these are shown in Figures 3 to 8. The 
RRY algorithm is essentially unaffected by this small in- 
crease in RTT. In each case, the total incoming bitrate 
drops rapidly to the bottleneck hitrate, and then exhibits 
small fluctuations ahout this value. The queue length 
quickly rises to around 500 cells and remains stable at 
that value. In contrast, the FERM algorithm degrades sig- 
nificantly as the RTT is increased. For RTT = 0.17ms, it 
again approximates a damped second order response; the 
total source rate settles down to an almost constant hit 
rate after slightly over 10ms, and the queue length re- 
mains almost constant at 800 cells. However, when the 
RTT is raised slightly to 0.18 ms, the response is highly 
non-linear. From about 6 to 12ms, the ABR source rates 
all go to zero, leaving only the VBR source. The rates 
then settle after approximately 20ms. When the RTT is 
raised to 0.2 ms the erratic behaviour lasts for 40ms, after 
which the rate shows significant hut decaying oscillations 
for well over 20 ms. 

This indicates once again that fuzzy logic provides im- 
proved performance for the comparatively simple case, 
but shows less robustness to significant delay or a signif- 
icant number of sources. 
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Fig. 5. Total source rate and queue length vs time. RTT = 0.2ms. 
FEW control 
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Fig. 6. Total source rate and queue length vs time. RTT = 0.17 ms. 
RRY control 

queue length 
S 1400 
0 1200 
W 
- 

Fig. 7. Total sou~ce rate and queue length vs time. RTT = 0.18ms. 
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Fig. 8. Total source rate and queue length YS time. R'M = 0.2ms. RRY 
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D. Trading sourCes for RTT 

It was shown in the foregoing sections that with a sin- 
gle ABR source, R'IT delays of the order of tens of mil- 
liseconds cause oscillations in the buffer which are suf- 
ficient to cause cell loss. It was also shown that with 
five mutliplexed ABR sources, erratic behaviour can be 
observed for much smaller R'ITs. In this section, we in- 
vestigate the tradeuff hetween the number of multiplexed 
ABR sources and the magnitude of R l T  the system can 
accomodate. An RTI will be considered not to be acco- 
modated if the buffer occupancy peaks at 100% after the 
initial transient period. Figure 9 shows the peak buffer 
occupancy as a function of the RTT for one to five sources 
using the FERM algorithm. For negligible delays, the 
peak buffer occupancy increases slowly as the number of 
sources increases. A more serious problem is that the rate 
at which the peak occupancy increases with increasing 
RTT is very much larger for a larger number of sources. 
I1 can be seen that the maximum possible RTI drops by 
an order of magnitude going from a single ABR source 
to five sources. This indicates that FERM does not scale 
well in either number of sources or network delay. 

V. CONCLUSION 

Initial results [6] indicated that a simple fuzzy con- 
troller, FERM, is an effective way tu control ATM ABR 
services. Results presented here support this conclusion 
on the condition that the number of sources and the round 
hip delay time are both small. Under these circum- 
stances, FERM performs better than a threshold based 
non-fuzzy control strategy. However, under these circum- 
stances most controllers provide satisfactoq results, and 
what is required is a robust controller capable of graceful 
degradation in the presence of greater delays and more 
connections. The results presented here, indicate that 
FERM is less robust in these cases than the threshold 
based controller. 

The FERM algorithm could he modified to improve its 
performance in the in the conditions simulated bere. Two 
possible approaches would be to adjust the rules, and to 
adjust the fuzzificatioddefuzzification process. However, 
manually adjusting the algorithm to the particular operat- 
ing condition may not lead to a robust algorithm suitable 
for general application. Several of these approaches are 
explored in [lo]. Further research will be needed before 
it is possible to say whether or not fuzzy control will he a 
suitable solution to the problem of ABR rate control. 
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Fig. 9. Manimum buffer occupancy vs RTT for one to five ABR 
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APPENDIX 

A linguistic values in FERM is defmed by four values 
(z1~z-2, z3,zq). These values define the way in which 
fuzzification and defuzzification are performed. For ex- 
ample, the linguistic value moderate is defined by 
(220, 380, 550, 820). An input value less than 220 or 
greater than 820 has zero membership in the set moder- 
ate, e.g., the m t h  value of the statement “100 is moder- 
ate” is 0. An input value in the range (380,550) bas unity 
membership in the set, and so the truth value ofthe state- 
ment “400 is moderate” is 1. The membership increases 
linearly between z1 and 22, so that “300 is moderate” 
has a truth value of 0.5, and membership decreases be- 
tween $3 and zq, so that “685 is moderate” also has a 
truth value o f 0 5  FERM uses three linguistic variables, 
q (queue length), dq (change in quene length) and rate 
(allowed cell rate divided by the PCR,  in the range -0.2 to 
1.2). The possible linguistic values for each of these are 
given in Table II. 

The linguistic rules defined in terms of these variable 
and values are given in Table III. 
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