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Abstract: This paper investigates the performance of
CLAMP, a distributed algorithm to enhance the perfor-
mance of TCP connections that terminate in a wireless ac-
cess network. CLAMP works at a receiver to control a
TCP sender by setting the TCP receiver’s advertised win-
dow limit. CLAMP provides explicit control over wire-
less link utilisation and queueing delay at the access point
buffer, and can drastically increase the throughput of so-
called short TCP flows with negligible loss in long TCP flow
throughput.

1. Introduction

TCP Reno, and its variants, are the dominant trans-
port layer protocols for data transfers in the internet. It
has been a remarkably successful protocol; its simple
and scalable bandwidth probing, coupled with reliable
packet delivery, have provided the robustness required
for rapid growth. Nevertheless, it has long been known
that it has some weaknesses, such as unfairness between
flows with disparate propagation delays. More recently,
attention has been drawn to the throughput performance
of short flows, or “mice”, as compared to long lasting
“elephant” flows, where it has been observed that the
mice suffer from the presence of elephants, especially
when network buffers are large. This is a significant is-
sue, as most TCP flows are actually small data transfers,
such as those involved in web browsing. Further, other
real-time flows may share the same network buffers as
TCP flows, where latency is even more critical. In the
present paper, we investigate a new technique to over-
come the deficiencies of the current protocol, without
necessitating the complete replacement of the protocol
with a new one.

In the present paper, we focus on the performance of
wireless networks, where mobile terminals are the re-
ceivers, downloading information from servers located
anywhere in the Internet via a common access point
(AP). We take the point of view of a wireless network
provider, who has no control over the particular versions
of TCP that are installed on the servers in the Internet,
but who has control of the wireless technology to be
used in the access network, including the AP, and the
wireless terminals. We use the receiver-side approach,
and provide a control algorithm that allows the AP to
control the amount of queueing that occurs in the AP
buffers. The advantages of this approach are that the
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tradeoff between mice and elephant throughput can be
tuned to the particular characteristics of the wireless net-
work, and that weighted fairness between the elephants
can be enforced.

Most work on TCP over wireless channels has fo-
cussed on the issue of packet loss. It is well known that
TCP Reno treats packet loss as a sign of network con-
gestion, and reacts by halving the congestion window
whenever packet loss is detected. This is unfortunate if
the packet loss is due to wireless channel conditions be-
ing temporarily unfavourable, rather than due to genuine
congestion. There are now many solutions available to
overcome this problem.

Mechanisms exist at layers 1 and 2 to handle channel
impairments that would otherwise cause wireless packet
loss. These include coding and signal processing meth-
ods, and layer 2 mechanisms such as link rate adaptation
([1]), and incremental redundancy ([2] and references
therein), which adapt the coding rate and modulation
to changing channel conditions. Link layer retransmis-
sions can hide wireless-related losses from the end hosts
by locally retransmitting packets lost across the wireless
channel [3–8]. The net effect of these mechanisms is to
provide a low packet loss rate at the expense of variable
packet transmission times [5, 9]. In the present paper, we
assume a solution to the wireless packet loss problem is
available, and mainly consider IP packet loss rates that
are small (such as10−3).

The above lower-layer optimizations change the fo-
cus of TCP research from that of mitigating the effect
of errors, to mitigating the effect of queueing delay, and
this is the main purpose of CLAMP. One particular prob-
lem with variable packet delay and queueing variation is
an increased incidence of TCP time-outs, with a signifi-
cant negative impact on TCP throughput. This provides
a very strong case for trying to control the queueing de-
lay at the AP.

The algorithm, CLAMP, that we investigate in this
paper, is shown to be very beneficial as a flow con-
trol mechanism. We consider its operation at the re-
ceiver side, in conjunction with TCP Reno at the sender-
side, and compare its performance against that of TCP
Reno without CLAMP. We show that CLAMP can im-
prove the throughput of long-lasting flows, by prevent-
ing buffer overflow at the AP, and allowing lower layer
optimizations to take effect. It can be configured to pro-
vide fairness between long-lasting flows, irrespective of



their propagation delays, and it can provide a drastic im-
provement in the throughput of mice flows, which in-
clude small TCP flows who spend most of the time in
slow start. This is achieved because CLAMP is able to
control the latency at the AP.

2. System Topology and Design
Constraints

2.1. Design Constraints
The scheme we investigate, CLAMP, has been pro-

posed in [10], but the performance analysis of this al-
gorithm to date has focussed on that of TCP flows over
low bandwidth channels, that are slowly time-varying in
capacity, but otherwise error free. The present paper pro-
vides new results for wireless channels, using a simula-
tion model that includes the phenomena of wireless fad-
ing, link layer retransmissions, and IP packet loss. This
study enables us to understand the impact of Doppler ef-
fects, and the impact of link layer retransmissions. Fur-
thermore, in this paper we demonstrate the tradeoff be-
tween small and long TCP flow throughput, which pro-
vides a startling illustration of the benefits of the con-
trolled queueing that CLAMP provides. We begin with a
review of the basic network model and provide a precise
statement of the CLAMP protocol [10].

2.2. Topology and Notation
The access network topology of interest is illustrated

in Figure 1. For the sake of illustration we have depicted
the access link as a wireless network access point; how-
ever, it can be any one of a variety of wireless technolo-
gies as discussed in the introduction. In the example
scenarios studied in this paper, the access point main-
tains a separate queue for each user, to allow channel-
state-aware scheduling between users, but users may be
involved in multiple TCP sessions which then share the
same queue, as is the case for user 1 in Figure 1. Al-
ternatively, the access point may use only a single queue
for all users (not depicted, but relevant for wireline ap-
plications).

The service rate of a queue,µc bytes/sec, depends on
the channel statistics of the users, and the scheduling pol-
icy at the wireless access point. Referring to Figure 1,
each flow,i, has a source node,Si, and an associated
round trip transmission delay, which includes all propa-
gation and queueing delays, except for the queueing de-
lay at the access router.

Each sending node implements sliding window flow
control. Under the assumption that sources are greedy,
the total number of packets and acknowledgements for
flow i, in flight at any time,t, is equal to the window
size,wi(t). The CLAMP algorithm selectswi(t) in a
decentralized way, such that each flow sharing the same
queue obtains a proportional share of the service rate,µc,
and the equilibrium buffer occupancy of the queue,q(t),
can be controlled as described below.
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Figure 1: System topology.

3. The CLAMP Protocol

In order to implement CLAMP, the access network
should be modified by inserting a software agent in both
the access router and the client, as described below.
As an aside, note that it is also possible to implement
CLAMP as a performance enhancing proxy (PEP), with
the associated inability to use IPsec; indeed, the precur-
sor to CLAMP described in [11] has been implemented
as a GPRS PEP, with very promising results [12].

3.1. Access Router Agent

The software agent in the access router periodically
samples each user’s queue length, and computes a mov-
ing average,q. Givenq, it evaluates a measure of “con-
gestion”,p(q): the monotonic increasing function ofq
given below. The value is then passed to each receiver,
either by inserting the value into the IP header of each
packet leaving the access router, or by each receiver ex-
plicitly requesting the value from the access router as re-
quired. Note that using the IP header rather than the TCP
header allows IP security to remain unaffected. The ex-
cessive routing delay incurred by packets containing IP
options will not be a problem, since the option is only
present in the few hops between the access router and the
receiver; here routing is mostly done in software, and so
options do not interfere with a hardware switching fab-
ric.

This paper uses the piecewise linear function

ps(q) = max(0, b(q − a)/µc), (1)

although it is possible to use other increasing functions
with bounded slope. The dimensionless constantb <
π/2 determines how sensitive the bottleneck queue size
is to the number of flows (see [13]). The parametersa (in
bytes) andb control the equilibrium mean queue size,q∗,
as shown in [10]. They can be statically set or dynami-
cally tuned to obtain a desired queueing behavior.



3.2. Client Side Agent
The client agent’s function is to receive the router’s

congestion measure,p, and set the receiver’s TCP
AWND value according to the algorithm described be-
low, hence clamping the sender’s TCP transmission win-
dow.

If IP security is not required, this agent can be imple-
mented as a wrapper for the software driver for the wire-
less network interface by modifying packets’ payloads.
Alternatively, using an open-source protocol stack, the
price information can be passed up from the IP layer to
the TCP layer, and the agent can operate securely at the
transport layer.

3.3. Window Update Algorithm
For simplicity, the algorithm will be described for a

single flow. Let tk denote the time instant when the
kth packet, of sizesk bytes, is received by the receiving
client. CLAMP calculates the change in window size (in
bytes [14]) as

∆w(tk) =

[
φτ − p(q(tk))µ̂(tk)

d̂(tk)

]
(tk − tk−1) (2)

whereµ̂ is an estimate of the average received rate of the
flow in bytes per second,̂d(tk) is given below,φ > 0 is
a positive constant expressing the flow’s need for band-
width, andτ > 0 (bytes) is a constant for all flows. The
term inτ tries to increase the window at a constant rate,
to balance the term in̂µ which reduces it at a rate which
increases with the occupancy of the queue and with the
proportion of traffic due to the particular flow.

The current received rate,µ̂, is estimated using a slid-
ing window averaging function,

µ̂(tk) =
α

∑k
i=k−α si

tk − tk−α
, (3)

and

d̂(tk) = (1− β)d̂(tk−1) + β
AWND(tk)

µ̂(tk)
, (4)

where the integerα andβ ∈ (0, 1) are smoothing fac-
tors, and AWND(tk) is the actual advertised window
(see below). These estimators were chosen for their sim-
plicity, and other estimators may prove to be more ef-
fective. In equilibrium,d̂ will be the RTT of the flow
in seconds, i.e., propagation plus queueing delay. How-
ever, computinĝd(tk) does not require an explicit mea-
surement of such delay, and the algorithm achieves its
objectives even if it is not an accurate estimate of the
RTT.

Note that for notational ease we have omitted the in-
dex of the flow in the above notation. However, each
flow will maintain its ownφ,w, µ̂, andd̂.

Before updating the window size,w, ∆w is clipped,
giving

w(tk) =

 w(tk−1)− sk if ∆w(tk) < −sk

w(tk−1) + ∆w(tk) if − sk ≤ ∆w(tk) ≤ ∆̄
w(tk−1) + ∆̄ if ∆w(tk) > ∆̄

(5)
The maximum window increase,̄∆ > 0, prevents large
tk− tk−1 from causing large changes inw when packets
arrive infrequently, such as when a source becomes idle
for an extended period of time. Limiting the decrease in
window size to the received packet size ensures the right
edge of the window is monotonic non-decreasing [14,
p. 42].

The AWND value advertised to the sender is then

AWND(tk) ≡ min(w(tk), AWND), (6)

where the AWND on the right hand side of the assign-
ment is the value received by the client side agent from
the receiver’s operating system. The assigned value on
the left hand side is the one to be used in (4).

The flow control algorithm can provide non-uniform
sharing of the bottleneck bandwidth by appropriately
setting the constantsφi. In [10], it is shown that, un-
der certain conditions, flowi will obtain the proportion
φi/

∑k
j=1 φj of the bottleneck capacity, wherek is the

number of flows sharing the bottleneck. In the present
paper, we shall set allφi = 1, to obtain a fair allocation
of capacity amongst competing flows.
3.4. Slow Start

It is important for CLAMP to allow TCP slow-start to
take place whenever necessary (at the start of a connec-
tion or after a time-out) to fill the network pipe. For this
reason, we include a receiver-side slow start to mirror
the sender-side behaviour. Due to lack of space, we do
not describe this mechanism in detail here, suffice to say
that we terminate the receiver-side slow-start at packet
loss (detected by three duplicate acknowledgements) or
when∆w < 0, whichever occurs first.

4. Performance Evaluation

This section demonstrates by simulation that CLAMP
improves the throughput of short flows and provides fair-
ness for flows with differing round trip times. In the con-
text of wireline networks, it has already been shown [10]
that CLAMP relinquishes control correctly to TCP when
there is congestion elsewhere in the network.
4.1. Wireless channel model

CLAMP aims to ensure that fluctuations in a wireless
link do not adversely affect the higher layers. The model
used in these simulations aims to be as simple as possi-
ble, while describing the variable rate transmission char-
acteristic of optimal wireless links. Some simulations
model the impact of packet loss. Others assume either
that link layer retransmission results in a lossless link,



or that a scheme such as TCP Veno is being used, which
disregards wireless loss and responds only to buffer over-
flow.

The path loss fading process between the base sta-
tion and each receiver is a stationary, stochastic process
with marginal statistics given by the Rayleigh distribu-
tion. Jakes’ model is used withG = 8 generators and
a Doppler frequency offd = 0.6 Hz (1.8 GHz carrier,
0.1 m/s mobile speed). That gives a channel of square
magnitude

N(s) =

∣∣∣∣∣
√

2
G

G∑
i=1

cos(ωit) exp
[
jπi

G

]∣∣∣∣∣
2

,

whereωi = 2πfd cos(2π(i + 0.5)/(4G)).
Frame transmissions over the physical channel occur

in slots ofτslot = 3 ms; a slot is the time period of one
frame transmission attempt. The process is sampled on
a slot by slot basis. Rate matching is used, and in slots,
B(s) information bits are transmitted:

B(s) = τslot min ((1−m)W0 log(1 + N(s)), Cmax) ,

whereCmax is the maximum possible rate that can be
transmitted over the channel,N(s) is the SNR at the
start of the frame,W0 models the bandwidth, andm is a
“backoff margin” described below.

In order to capture the bursty nature of errors we use a
simple error model: if the SNR,N(e), at the end of the
frame is such that

B(s) < τslotW0 log(1 + N(e)),

then an error is declared. This will occur if the chan-
nel deteriorates sufficiently during the slot that it can
no longer support the selected rate. If the SNR is suf-
ficiently high at both the start and end of a slot, then it is
assumed to be sufficiently high throughout the slot. The
backoff margin,m, is included to allow some degrada-
tion to occur without causing an error.

If a frame is received in error, then the base station cal-
culates a new rate based on the new SNR. It retransmits
as much of the frame as can be accommodated in one slot
at the new rate, with the remaining bits being queued to
form part of the next frame. A maximum ofR = 3 slot
transmissions are allowed. If afterR attempts the frame
is still received in error, then the erroneous frame is de-
livered as is to higher layers, ultimately resulting in a
packet error. The backoff parameter is adaptively tuned
such that the packet error rate after retransmissions is ap-
proximately a predefined target error rate.

A packet will typically contain more bits than can be
transmitted in a single slot interval. Hence, a packet
transmission will span a variable number of slot inter-
vals. The number of slot intervals is random, depending
on the realizations of the channel processes, and chosen
parameters.

In simulations with multiple wireless channels, the
fading processes of the channels are independent and
identically distributed. At the completion of a packet
transmission, the base station selects the user with the
best channel quality, of those which have at least one
packet queued at the base station pending transmission.
The scheduling decision is only made once the previous
packet transmission has completed, either successfully
or unsuccessfully.

All experiments had a maximum data rate ofCmax =
1.44 Mbps. Because the channel rate,µc, was not con-
stant, the value used in calculatingp(q) from (1) was the
mean value over the preceding 100 packets.
4.2. Mice and elephants

It is well known that the majority of TCP flows are
short (“mice”), while a significant amount of the con-
gestion is caused by long flows (“elephants”). The
throughput of mice is dominated not by their flow con-
trol scheme, but by the RTT they experience, because
of the way TCP slow start works. This RTT is in turn
determined by the queueing induced by the elephants.

By keeping the queue short but non-zero, CLAMP al-
lows both mice and elephants to achieve high through-
put. This experiment consists of 26 flows sharing a sin-
gle wireless link. One is an elephant, transmitting for
the entire experiment. The remainder are mice, each
transmitting only five packets of 500 bytes. They start at
random times, uniformly distributed over a 30 s interval.
There are eight mice with base RTTs (excluding queue-
ing) of 15 ms, nine with base RTTs of 40 ms, and eight
with RTTs of 300 ms. All these flows share a common
wireless channel to the same wireless receiver.

By adjusting the parametera in (1), a base station
running CLAMP can control the tradeoff between the
throughput achieved by mice and that achieved by ele-
phants. A smaller value results in a smaller queue, and
higher throughput for the mice, while a larger value re-
sults in the buffer emptying less often, increasing the
throughput for the elephant. In TCP, the tradeoff can
only be controlled by varying the buffer size at the base
station. Figure 2 shows the effect of each of these mech-
anisms.

In Figures 2(a) and 2(b), it is assumed that the sender
is using TCP Veno [15], which disregards wireless er-
rors. This is modeled by setting the wireless packet error
rate to zero. The elephant’s base RTT is 80 ms. Fig-
ure 2(a) shows the throughput of a mouse with a very
short 15 ms RTT, while Figure 2(b) is for the case of
40 ms. In both cases, CLAMP provides a significantly
better tradeoff between the throughput of mice and ele-
phants. When the mouse’s RTT is higher, there is a very
clear knee in the curve for CLAMP, making the selection
of operating point straightforward. This occurs since the
small amount of queueing required to ensure high utilisa-
tion causes a negligible reduction in the mouse’s overall
RTT. For TCP, no such knee exists, and it is impossible



to achieve high throughput for both mice and elephants.
Most current TCP senders do not use Veno, and

so CLAMP’s performance was also investigated using
Reno with a packet error rate of10−3, and the results are
presented in Figures 2(c) and 2(d). In this case, the ele-
phant’s RTT was reduced to 40 ms, typical of the RTT
between nearby cities. Due to the wireless errors, Reno
is not able to maintain a large CWND, and CLAMP’s
effectiveness is reduced when CWND is smaller than
AWND. Once again, CLAMP clearly provides a signif-
icantly better tradeoff of rates, and a clearer desired op-
erating point than TCP does.
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Figure 2: Throughput of mice as queueing is varied to
vary elephant throughput.

4.3. Multiple receivers and multi-user diversity
In this section, we show that even the elephant flows

can benefit from a CLAMP-controlled AP. In these ex-
periments, we have multiple flows, each with a separate
queue at the AP. The AP scheduler schedules the packet
on the best link at any given time, and we therefore ex-
pect to see the benefit of multi-user diversity [16, 17],
provided the queues can be kept nonempty. On com-
pletion of each successful packet transmission, the base
station selects the next user to whom it should transmit
to be the user with the highest SNR. If all queues are per-
manently full (so that the scheduler can pick the best of
three channels), the peak channel throughput is slightly
less than 1 Mbps, with the precise value depending on
the packet loss rate considered. All links are bidirec-
tional, with characteristics as shown in Table 1. Other
simulation parameters are given in Table 2.

To demonstrate how CLAMP can be used to control

Table 1: Link configuration
Node 1 Node 2 Capacity Delay Pk loss rate

Si X 10 Mb/s di/2 0
X Ri see text 1 msec 10−2, 10−3

Table 2: Simulation Parameters
Parameter Value

TCP Packet Size 500 Bytes
CLAMP τ 5000 Bytes/s
CLAMP ∆̄ 10000 Bytes
CLAMP b 1
CLAMP a Variable

d1 0.1345 s
d2 0.041 s
d3 0.2843 s
d4 0.002525 s

the tradeoff between queueing delay and radio link utili-
sation, we ran several simulations based on the topology
depicted in Figure 4. Experiments were run for a wide
range of values for parametera, giving a corresponding
range of mean queue sizes.

The average time to download 1 MByte of data (after
slow-start) are presented in Figure 3. With a packet loss
rate of 0.001, these results indicate a factor of two im-
provement by using CLAMP when the mean queue size
is 1 kBtye (giving about 30 ms delay).

One of the benefits of CLAMP is that the queues at
the access point are less often empty, allowing maxi-
mum multi-user diversity gain [16, 17]. This is part of
the reason for the throughput gains depicted in Figure 3.
This might suggest that there is less gain when there is
only one significant flow at the access point, a situation
that might be quite common in many small wireless ac-
cess networks, such as home LANs. However, when the
propagation delay of the flow is large, CLAMP prevents
buffer overflow and the resulting channel idleness. This
effect is less significant when there is statistical multi-
plexing gain at the access point, from many flows shar-
ing the same access point. To test this, we simulated
flow 1 over the wireless channel, when the other flows
are absent, and obtained a very similar throughput delay
curve to that of Figure 3.

As an aside, note that to obtain the mean delay it is
not sufficient to divide the mean queue size by the mean
transmission rate. Because the rate varies, and there is
positive correlation between having a slow channel and
a large queue, this significantly underestimates the delay
incurred. The above figures were obtained by explicit
measurement of queueing delay and buffer occupancy.
4.4. Fairness

CLAMP’s fairness is shown explicitly in Figure 5,
which shows the throughput of each flow against the
mean queueing delay (averaged over all flows). For low
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packet loss rates, (Figure 5(a)), flows 3 and 4 share their
common queue fairly under CLAMP, despite a differ-
ence in round trip time of two orders of magnitude. Un-
der TCP (Figure 5(b), these flows have very unequal
throughputs, except when the queueing delay swamps
the propagation delay giving them more equal round trip
times (beyond the scale depicted).

When the packet loss rate is higher, CLAMP is no
longer fair, but no less so than TCP alone (Figures 5(c)
and 5(d)). CLAMP was designed for a reliable wire-
less link layer. Recent research has strongly advocated
the design of very reliable wireless link layers [4–7,18].
Figures 5(a) and 5(c) indicate that, at a packet loss rate
of 0.01, the inadequacy of TCP in dealing with loss dom-
inates over CLAMP’s efforts to provide fairness. This is
the limit imposed by TCP halving its window on packet
loss.

We remark that wireless packet loss is not an issue at
all if wireless loss is detected at the sender, as occurs
with TCP Veno. CLAMP will perform better with TCP
Veno, than with TCP Reno, as the above figures attest.
TCP must certainly react to packet loss due to conges-
tion in the core network. Experiments in [10], show
that CLAMP does not interfere with this aspect of flow
control, and effectively hands over control to TCP Reno
when a bottleneck occurs elsewhere in the network.
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(c) CLAMP, pe = 0.01
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(d) TCP,pe = 0.01

Figure 5: Throughput per flow for packet loss rates of
pe = 0.001 andpe = 0.01. Dashed lines are for flows 3
and 4, which are on the same host.

5. Conclusions

Detailed packet level simulations of CLAMP running
over test network topologies with multiple flows, and
fading wireless channels, were performed. The results
of the simulations indicate that total throughput, and in-
dividual file download times, can be improved whilst si-
multaneously decreasing latency for all the flows. The
benefit of the decreased latency is most striking when
considering CLAMP’s impact on the throughput of short
TCP flows, which are shown to benefit by up to700%,
with negligible impact on the throughput of the long TCP
flows, in experiments over a wireless fading channel.
This arises from CLAMP’s ability to control the queue at
the AP, to ensure that its average size remains no larger
than is necessary to ensure full utilization of the wireless
channel.
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