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Abstract. Demand response will be an important tool as non-dispatchable generation is added 

to the grid.  Swimming pool filtration pumps are a promising appliance for the grid operator to 

control because, unlike air conditioners, their time of operation can be shifted by a day without 

affecting their primary role.  Although many customers set and forget the timer settings, this 

paper studies smart meter data and demonstrates that many change the settings frequently.  A 

“care index” is proposed that quantifies how much a customer appears to care about the precise 

timing of pump operation, which indicates how willing they are likely to be to relinquish control 

to the grid operator. 

1. Introduction 

Electricity networks are undergoing several revolutions. On one hand, driven primarily by the need to 

reduce greenhouse gas emissions, generation is increasingly being provided by renewable sources such 

as wind and solar power, which are much less centralized than traditional generators. On the other, 

increased penetration of information technology and improving power electronics is allowing more 

distributed control. 

Historically, demand was taken as given and generation was adjusted to meet it. Since wind and solar 

generation cannot increase in adverse weather, there is increasing need for demand side management, 

such as demand response. This exploits the IT revolution to allow coordinated actions by many 

customers to reduce the load at times of high demand or of low generation. In this paper, we will 

investigate the potential of controlling swimming pool filtration pumps to play a part in this demand 

response. 

Demand response can take many forms, which will be described in Section 1.1.  Currently, it is used 

to combat peak load, which often occurs on hot days when the air conditioning load is high. 

Consequently, many schemes reduce air conditioning during peak times. However, as an increasing 

fraction of generation is intermittent, it will be necessary to curtail load at times other than peak demand, 

due instead to drops in generation. Another household appliance with significant power draw is a pool 

filtration pump. 

One of the biggest barriers to adoption of demand response is that users interact directly with many 

appliances, such as washing machines, and indirectly with others, such as through reduced comfort when 

heating ventilation and air conditioning (HVAC) settings are changed. Pool pumps are ideal in this 
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regard, since users do not interact with them directly, instead operating them via timers, and their core 

function of keeping the pool clean is not affected by even a few days of inactivity. This makes it plausible 

that users would not care at all when their pumps operate, provided they operate for sufficient hours on 

average. The main contribution of this paper is to investigate that hypothesis by studying how and how 

often customers change the timer settings of their pool pumps. The results suggest that surprisingly 

many people do seem to care enough about when their pumps operate, enough to change the timer 

settings frequently. 

1.1. Frequency control via distributed demand response 

Concerns related to climate change and aging fossil fuel generators are driving the deployment of 

renewable energy sources (RESs). For example, in Australia around 60% of existing coal-fired 

generation capacity will retire by 2040 [1] and the installed capacities of medium scale solar (100 kW 

to 5MW) and wind have increased 5- and 3-fold respectively during the past five years [2]. The volatility 

and uncertainty of these RESs makes it challenging to balance the demand and supply and to maintain 

the reliable and secure operation of power networks. This balance is reflected in the frequency of the 

power system, which must be kept within a narrow band (±0.15 Hz in Australia).  

Power system operators employ various mechanisms at different time scales to manage the imbalance 

introduced by load or variable generation forecast errors and by contingencies. Operating reserves are 

historically provided by the unused capacity of synchronous generators, with wind and solar dispatched 

to their full output. The progressive integration of RESs and consequently higher variability of 

generation requires more headroom for the generators and also faster ramp rates. In such scenarios, there 

is an increasing need for higher spinning reserves and fast-start generation units. At the same time, 

retiring synchronous generators result in higher frequency excursions due to low inertia. Thus, frequency 

regulation services using conventional generators might be insufficient.  

A supplementary solution is providing frequency control reserves from loads. This approach has 

been utilized in conventional power systems by using under frequency load shedding (UFLS) [3], in 

which network operators use frequency relays to interrupt and curtail loads after a contingency to reduce 

the demand. However, this approach is typically employed during severe contingencies and can affect 

the reliability of supply for a large number of consumers.  

The most efficient solution would be making use of the flexibility of aggregates of deferrable loads. 

With the advanced communication links deployed in Smart Grids, it is possible to implement Demand 

Response (DR) based schemes via Direct Load Control (DLC) or Indirect Load Control (ILC). Different 

appliances have been studied for DR including Thermostatically Controlled Loads (TCLs) such as 

refrigerators [4], air-conditioning and water heater systems [5], [6] or pool pumps [7], [8]. The flexibility 

harnessed from various appliances can provide frequency control ancillary services at different time 

scales [9], [10]. TCLs can contribute to primary frequency regulation using frequency-responsive load 

controllers [11] and stochastic control algorithms [12]. DR can provide spinning reserve using 

aggregated residential appliances [13]. The availability of higher spinning reserve will enable grid 

operators to better manage large contingency events, resulting in less load curtailment and blackouts. 

1.2. The Pool Pump 

Pool pumps may be suitable for providing spinning reserve [2]. Compared to TCLs that have thermal 

inertia limitations, pool pumps have excellent load-shifting capability and can provide the reserve for 

many hours. They have been identified as the appliance with the most flexible operating schedule in a 

study attempting to quantify the potential for load shifting in household appliances [14]. However, this 

study was survey-based without measuring customers’ likelihoods to participate in the DR schemes. 

Another survey-based study in Southern California identified 55% of pool maintenance providers 

unconcerned about a 16 week program during which a pump would be remotely turned off for 2-6 hours 

one day per week [15]. The same study identified potential to shift 180MW of grid load at midday. 



 

 

 

 

 

 
However, this survey-based study only considered 152 houses and for large scale deployment more 

systematic analysis is necessary.  

This paper proposes a method that can be scaled to study tens of thousands of customers.  It extracts 

pump use from smart meter data by applying rule-based artificial intelligence, as described in Section 2.  

It then derives three indices to estimate how much a customer cares about the pump’s operating schedule 

in Section 3, and demonstrates in Section 4 that the three are in moderate agreement. 

These indices can be used to target future surveys or advertising campaigns to customers. To be most 

useful, they should be calibrated by surveys, but that is beyond the scope of this paper. 

2. Identifying Pumps 

2.1. Consumption Data 

This study is based on aggregate electricity consumption data from 953 residential customers in 

Melbourne, Australia collected in 2013 that appear to have swimming pools.  The data measures the 

energy consumption per half hour.  Figure 1 shows this for two households. 

 

Figure 1.  Half hourly consumption data for two households in 2013.  

In the first subfigure, there is a band of increased power consumption from about sample 18 (9am) 

to sample 32 (4pm), due to a device on a timer.  The timer has a drift, causing the appliance to be turned 

on slightly earlier each day.  Based on the power consumption and the duration of use (similar to the 

daily recommended use of 8 hours [16]), it appears highly likely that this is a pool pump. The second 

also has an appliance on a timer, but the timer settings change frequently. The challenge is to detect such 

appliances automatically from the full collection of 60,000 households. 

2.2. Detection of pump use 

This study used a heuristic to identify pool pump usage, followed by manual correction of the estimates, 

based on visualizations as in Figure 1.  Unfortunately, no ground truth was available.  The primary 

heuristic used is that pumps are turned both on and off by a timer (not, say, a thermostat), and that power 

consumption is around 0.5 to 1 kW.  If users never changed timer settings, then this would be simple, 

but changes are actually quite common. The heuristic works in three phases, at increasing levels of 

abstraction. 

The first phase identifies possible turn-on and turn-off times by identifying runs of consecutive days 

on which the power consumption jumped up or down by a consistent large amount. This abstracts from 

individual samples into “runs” of days.   The trustworthiness of a run is estimated, in part, by the variance 

over days of the jump in power consumption. 



 

 

 

 

 

 
The second phase matches portions of the turn-on runs with corresponding turn-off runs to form 

periods of pool use. This abstracts from runs into “rectangles”.  The final set of rectangles left after the 

cleaning described below is denoted 𝑅. 

The third phase adjusts start and end dates, and turn-on and turn-off times, such as extending 

rectangles to include missed days, truncating them to avoid overlap, merging neighbouring rectangles 

and deleting “noise” rectangles. This abstracts from individual rectangles to a consistent collection, 

representing timer settings and the times they change.  It also detects instances where settings differ 

depending on the day of the week, and timer drift. 

This sounds straightforward, but there are many challenges. 

1. The “signal” (consumption of the pool pump) is often swamped by “noise” (other devices), which 

is strongly correlated. When a household wakes up, it causes a fairly uniform increase in power 

consumption, which resembles a device on a timer.  Noise is reduced by taking a “rolling minimum” 

over both days and consecutive samples within a day, and by preferentially discarding rectangles 

that resemble the pattern of other devices, such as the morning routine or heaters on winter 

evenings. 

2. Turn-on events typically occur within a half-hour sample, and so rather than having an abrupt 

change from “off” to “on”, there is a sample between the fully-off and fully-on samples that has a 

fraction of the pump power. This makes it difficult to distinguish steps from gradual ramps. 

The remaining challenges arise from complications in the pool pump use itself, and are informative 

about customer behaviour. 

3. Many timers have a “weekend” setting, allowing the turn-on and turn-off times to differ for two 

consecutive days of the week.  Many customers use this function but do not correctly set the date 

of the timer, so that the alternative settings are not on the weekend.   

4. Most pumps use constant power when they are on, but many have multiple operating powers.  If 

the power is changed without the timer settings changing, then the variance of the power jumps is 

high, which sometimes cause pumps to be considered unreliable. 

5. Timers drift, and so the edges to be detected are not horizontal.  This can be mistaken for multiple 

timer settings. 

Given these challenges, how can we know that the devices were pool pumps and not some other 

device? This will be addressed again in the results section, but for now we make two observations. 

First, many other devices on timers can be ruled out.  Hot water and electric vehicles may be turned 

on by a timer, but their duration of operation is controlled by a thermostat or state of charge.  Some 

heaters run on timers, but we exclude devices not used in summer.  Water features and security lights 

may operate on timers, but consume much less power than a pool pump.  This provides confidence that 

the identified devices are indeed pool pumps. 

Second, surveys say that 8% of households in Melbourne have pools and the above procedure flagged 

about half of that.  Some may have pumps permanently on, or controlled manually, but we have many 

more false negatives than false positives.  This again suggests that most of these are indeed pool pumps. 

3. Quantifying care 

To estimate the willingness of a customer to relinquish control of the pool pump to a DR program, it is 

useful to estimate how much they care about the timing of their pumps. This can be based on features 

suggesting careful adjustment of the pump’s timer settings. The more attentive a pump owner is, the less 

likely they are to be suitable for a program whose goal is to garner flexibility for the grid.  This is 

intended as an adjunct to questionnaires, perhaps to indicate which customers need not be included. 

We estimate the “care” as a weighted sum of several features.  Section 3.1 describes some features 

that may indicate care, and Section 3.2 considers ways of assigning them weights. 



 

 

 

 

 

 
3.1. Features 

Clearly the customer on the right of Figure 1 puts more effort into selecting the time of operation of the 

pump than that on the left.  This suggests the following list of features that indicate care.  The names in 

brackets are used in figure legends, and the numbers will be explained in Section 3.2.  ‘Log’ indicates 

that the actual feature was the logarithm of the number described. 

Number of times the timer settings change (‘# timer changes’, 5, log).  A change is defined as one 

timer setting ending and a different timer setting starting within three days.  This indicates that effort 

was put into ensuring specific times of operation, and so indicates care.   

Average number of operations per day (‘opns per day’, 4).  Most pool pump timers can turn the pump 

on once or twice per day.  Turning on twice causes wear on the pump and effort to set the timer, and 

so choosing that option suggests greater care about the times of operation.  For example, the owners 

may want the pump to operate only outside of certain time periods due to its noise.  

Expected value of setting duration (‘365 – rms(days)’, 3).  The longer the time settings remain 

constant, the less the customer appears to care about the setting. We consider the question “On a day 

chosen uniformly at random, what is the expected number of days on either side that the settings 

remain unchanged?”  This is proportional to the mean square length of time between setting changes.  

To avoid skew, we use the root-mean-square (RMS) for this feature, and subtract it from the total 

number of days, since a high RMS value suggests low care. 

Max drift (‘-drift’, 3).  Customers who allow the times to drift far from their initial times appear to care 

less about the precise timing than those who either continually reset the timer or use accurate timers.  

We use as a feature (−|𝑡𝑒𝑛𝑑,𝑟 − 𝑡𝑠𝑡𝑎𝑟𝑡,𝑟|)  where  𝑡𝑠𝑡𝑎𝑟𝑡,𝑟 and 𝑡𝑒𝑛𝑑,𝑟 are the turn-on times at the first 

and last day of rectangle 𝑟, and the subtraction is modulo 24 hours.  

Different settings on different days of the week (‘alt days’, 3).  This feature is 1 if some days of the 

week use different timer settings, 0 otherwise.  

Number of “rectangles” (‘num rectangles’, 3, log).  A pump can be on multiple times per day.  For 

each on period, if the setting is constant for a run of days, the result appears as a “rectangle” (see 

Figure 1).  This feature is the number of such rectangles. 

Was there a change of settings without changing the duration? (‘duration same’, 3).  Filtration is 

often reduced over winter, which doesn’t signify care about the time of operation.  However, a change 

to the settings that does not change the number of hours of operation does indicate care about the 

specific times of operation. 

Days on (‘Days used’, 1). Filtration need not occur every day.  This feature records the number of days 

per year that the pump is actually used.  A high value suggests that the user cares more about adequate 

filtration.  

Change in daily number of operations (‘# opns changes?’, 1).  This is 1 if the number of times per 

day the pump operates changes.  As with all changes of pattern, this suggests greater care about when 

the pump operates. 

Only one setting changes at a time (‘single changes?’, 1) This is 1 if every time the timer settings 

change, either the on time or the off time remains unchanged.  This suggests that the reason for the 

change was just to change the duration, rather than the time of day of operation. 

Many of these features could be replaced by more informative ones, such as counting the number of 

“single changes”.  However, several of these introduce undesirable correlations with the number of timer 

changes or the number of rectangles.  The above forms have been chosen in an attempt to avoid such 

problems. 



 

 

 

 

 

 
3.2. Care index 

Given these features, it remains to assign weights to them to form our weighted average “care index”. 

If ground truth were available, this would simply require linear regression.  However it is challenging 

without ground truth.  Our approach here is to consider three very different ways of assigning weights, 

and study how different the resulting care indices are. 

Posited weights.  The first set of weights 𝑤 are chosen manually, based on a heuristic understating 

of human behaviour.  These are derived from the numbers listed after each feature in Section 3.1, by 

normalizing them to have unit 𝑙1 norm, 𝑤 = �̂�/‖ �̂�‖1.  Although we believe these are reasonable, there 

is no objective justification for them, which is why we compare them with two competing sets. 

PCA. An independent way of selecting weights is principal component analysis (PCA). The principal 

component is the eigenvector corresponding to the largest eigenvalue of the covariance matrix of the 

features. However, PCA summarizes all structure in the data, rather than only how much they care about 

the timing of the pumps.  The next metric will reflect both the domain knowledge of “posit” and 

objective structural features like “PCA”. 

Corr: Intuitively, the weight given to each feature should reflect how well it correlates with the true 

care.  The closest we have is the correlation with our best estimate of the care, namely the index using 

the posited weights.  However, this is self-referential in that the weight posited for feature 𝑖 affects the 

correlation.  Instead, our third set of weights is calculated as follows. For each feature 𝑖, the care index 

is calculated with feature i omitted, giving 𝑠𝑖. The correlation between feature 𝑖 and 𝑠𝑖 is then calculated, 

and taken as a new (unnormalized) weight. These weights are again normalized to unit 𝑙1 norm. 

4. Numerical Results 

Since the features were chosen to increase as care increases, if the features genuinely point to an 

underlying phenomenon, we would expect most of the elements of the principal component to have the 

same sign. As seen in Figure 2, this is the case, which provides a degree of support for the choice of 

features.  The same holds for the correlation-based weights. 

    

Figure 2.  The three sets of weights. 

To determine which households are most likely to participate in demand response, the ranking 

induced by the care index is more important than the specific value of care index. Figure 3 compares the 

ordering assigned to customers by the manual weighting with those assigned by the two systematic sets 

of weights. This shows that the manually posited weights differ from the other two more the difference 

between those two. However, the overall agreement between the measures is quite good, with no more 

than 17% disagreement for any threshold. 

This returns us to the question of whether the devices exhibiting a high care index are swimming 

pools at all.  We obtain evidence that they are by the traditional method of using that hypothesis to make 

a prediction, and testing the prediction.  Specifically, if many appliances other than pumps are in the 



 

 

 

 

 

 
data, then the variance of the pump powers would be expected to be higher than if all appliances are 

indeed pumps. Figure 4 shows that the variance is not substantially higher for those with higher care 

indices.   Figure 5 shows the use patterns for increasing care; the highest and lowest are in Figure 1. 

 

 

 

Figure 3.  Fraction of customers whose rank 

is above a threshold by one set of 

weights and below by another. 

 Figure 4.  Standard deviations of powers 

within each percentile of customers 

 

    

Figure 5.  Energy patterns of 20th, 40th, 60th and 80th percentiles of care index.  The patterns for 

households with lowest and highest care are shown in Figure 1. 

5. Conclusion 

Smart meters provide a useful means for preselecting which customers have large appliances such as 

pool pumps, and identifying which customers seem relatively indifferent to the times of operation of 

these devices.  Such indifferent users are good candidates for targeting with proposals to participate in 

demand response schemes. 
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