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Abstract In document information retrieval, the ter-
minology given by a user may not match the terminol-
ogy of a relevant document. Query expansion seeks
to address this mismatch; it can significantly increase
effectiveness, but is slow and resource-intensive. We
investigate the use of document expansion as an alter-
native, in which documents are augmented with related
terms extracted from the corpus during indexing, and
the overheads at query time are small. We propose and
explore a range of corpus-based document expansion
techniques and compare them to corpus-based query
expansion on TREC data. These experiments show that
document expansion delivers at best limited benefits,
while query expansion – including standard techniques
and efficient approaches described in recent work – de-
livers consistent gains. We conclude that document ex-
pansion is unpromising, but it is likely that the efficiency
of query expansion can be further improved.

Keywords Document expansion, automatic query ex-
pansion, pseudo relevance feedback, efficiency

1 Introduction
Word mismatch is a common problem in information
retrieval. Most retrieval systems match documents and
queries on a syntactic level, that is, the underlying
assumption is that relevant documents contain exactly
those terms that a user chooses for the query. However,
a relevant document might not contain the query
words as given by the user. Query expansion (QE) is
intended to address this issue. Other topical terms are
located in the corpus or an external resource and are
appended to the original query, in the hope of finding
documents that do not contain any of the query terms
or of re-ranking documents that contain some query
terms but have not scored highly.

A disadvantage of QE is the inherent inefficiency of
reformulating a query. With the exception of our ear-
lier work [2], these inefficiencies have largely not been
investigated. In this work we proposed improvements
to the efficiency of QE by keeping a brief summary
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of each document in the collection in memory, so that
during the expansion process no time-consuming disk
accesses need to be made. While some of the methods
proposed in this earlier research more or less maintain
effectiveness, the process is sped up by roughly two-
thirds. However, expanding queries using the best of
these methods still takes significantly longer than eval-
uating queries without expansion.

In this paper, we explore the use of document expan-
sion (DE) as an alternative to QE. In DE, documents are
enriched with related terms. Although, while not pro-
hibitively so, there is a significant cost associated with
expanding documents; this is undertaken at indexing
time, and there is only marginal cost at retrieval time. In
principle it is reasonable to suppose that DE will help
resolve the problem of vocabulary mismatch and thus
yield benefits like those obtainable with QE.

We propose two new corpus-based methods for DE.
The first method is based on adding terms to documents
in a process that is analogous to QE: each document is
run as a query and is subsequently augmented by expan-
sion terms. The second method is based on regarding
each vocabulary term as a query, which is expanded and
used to rank documents. The original query term is then
added to the top-ranked documents.

Our experiments measure the efficiency and effec-
tiveness of QE and DE on several collections and query
sets. We find that, on balance, DE leads to improve-
ments in effectiveness, but few of the measured gains
are statistically significant; the computational cost at
query time is small. In contrast, both standard QE and
the efficient QE that we proposed earlier [2] lead to
gains in most cases, many of them significant, while
the efficient QE is less than twice the cost of querying
without expansion.

Our experiments were, within the constraints of our
resources, reasonably exhaustive. We tested several al-
ternative configurations of DE and explored the param-
eters, but did not observe useful gains in effectiveness.
We conclude that corpus-based DE is unpromising for
small sets of terms. We did not explore QE to the same
extent, yet found effectiveness to consistently improve,
and thus believe that further gains in performance may
be available.
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Figure 1: The proportion of relevant documents that
contain none, any, or all query terms over all title
queries for each data set as shown (collections and
queries are discussed in Section 4). Stopping, but no
stemming, was used to generate this graph.

2 Background
User queries often do not reflect the exact terminology
of a document. Whereas a document might be on the
exact topic of a query, this document will not be re-
trieved if it doesn’t contain any of the key words in the
user query. Figure 1 shows that as many as 25% of
documents that are judged to be relevant do not contain
any terms that appear in a concise query. The actual
proportion might be much larger than this figure sug-
gests, since in the TREC framework – from which the
graph was produced – the relevance of only a relatively
small number of documents is judged for each query.
QE adds related terms to a query, so that those docu-
ments will be included in the ranking.

Early successful attempts of QE were based on rele-
vance feedback [12]. Since this required the user to as-
sess a large number of documents for their relevance, it
proved to be impractical. Rather than asking users to as-
sess whole documents, interactive QE suggests topical
terms to the user that do not appear in their query. The
user is then able to add any number of those terms to
the query. Since users are generally reluctant to provide
such information, and it was found that algorithms are
just as likely as non-expert users to pick terms that en-
hance (or conversely, do not enhance) retrieval [13, 18],
research has since shifted to pseudo relevance feedback.
Terms, that are heuristically found to be related to the
topic of the original query are automatically added to
the query, without user intervention.

One approach to automatic query expansion meth-
ods – that require no user input other than the original
query – is global analysis where collections are anal-
ysed using metrics such as term co-occurrences. Cor-
relating terms are then used to build a thesaurus which
is drawn on during query time by simply looking up re-
lated terms that are subsequently appended to the query.

Local analysis methods (such as that proposed by
Robertson and Walker [11]) retrieve a set of documents
through an initial ranking by the original query (see Al-
gorithm 1 and Figure 2a). Terms from those documents

Algorithm 1 Conventional QE through local analysis
1: run original query q and rank docs in collection
2: select top 10 documents as local set R

3: extracted all terms t from local set R

4: for all terms t ∈ R do
5: calculate term selection value
6: end for
7: rank terms t based on their a term selection value
8: add top |E| terms to the original query
9: run expanded query q′ and rank documents

are retrieved. The frequency of those terms amongst the
set of retrieved documents as well as collection statis-
tics are taken into account in order to determine which
terms are added to the query.

While global analysis mechanisms are inherently
much more efficient than local ones (only dictionary
lookups are performed during query time, rather than
costly document retrieval and parsing), they are also
likely to be less successful [19]. The difference in
effectiveness is based on the problem that a term
can take on different meanings, depending on which
context it appears. Local analysis methods inherently
disambiguate word senses better, as expansion terms
are sourced from documents that are retrieved with
the whole query, rather than individual query terms.
Because of this difference in performance and the
fact that our methods proposed below are based on
local analysis blind relevance feedback, we compare
the effectiveness and efficiency of our proposed
DE techniques to that of a standard local analysis
technique.

Improving QE efficiency
Local analysis QE consists of several steps, some of
which are time-consuming. First, there is an initial
ranking process, where documents are identified that
are presumably on the topic of the query. Next those
documents are retrieved. Since most queries will rank
different documents, these documents are most likely
not cached (assuming a reasonable amount of memory)
and have to be fetched from disk at a significant penalty
in time. This is the most costly subtask of the QE
process. Once documents are in main memory, they
have to be parsed and statistics of term occurrences
in respect of the local set of documents have to be
computed. At a relatively minor cost, statistics of those
terms for the whole document collection have to be
looked up. Terms are then chosen and appended to
the query. Finally the query has to be re-run, which
requires not only the re-processing of inverted lists
for the original query terms, but new lists have to be
retrieved, decoded, and analysed.

Only the first step needs to be performed in the ab-
sence of expansion. There is no previous research con-
cerned with accelerating the QE process in informa-
tion retrieval, apart from our earlier paper [2], where
we use a summary of each document consisting of that



document’s top tf.idf terms. During querying, a fixed
number of terms – or alternatively, terms with a tf.idf
value above a certain threshold – is kept in memory for
each document. While performing local analysis, rather
than retrieving documents from disk, the in-memory
summaries are referenced. This procedure improves
querying throughput by a factor of two, while effec-
tiveness is only marginally degraded. Although they
were able to avoid the time-consuming retrieval of doc-
uments from disk, they restricted their focus to standard
approaches to QE.

Document expansion
Whereas DE has recently been applied in various areas
of information retrieval, it has not been used instead of
QE to improve ranking effectiveness, with the excep-
tion of Ide and Salton [5]. While not actually expand-
ing documents, Ide and Salton manipulate their vector
representation not unlike the DE methods proposed in
this paper, although – unlike in this paper – they use
actual relevance feedback. They propose to change the
document vector space so that relevant documents are
closer to the query vector. They achieve improvements
of 10% to 15%.

Actual DE (that is, not just manipulating document
vectors, but actually adding terms to documents) was
first used by Singhal and Pereira [15] in the context of
speech retrieval. Since speech recognition is unreliable
(at the time of publishing, Singhal and Pereira report
error rates of up to 60% for particular collections
– although speech recognition has improved since),
transcribed documents are expanded with related
terms from a side corpus. Singhal and Pereira achieve
a relative increase in average precision of 12% in
addition to employing pseudo relevance feedback
based on the technique proposed by Rocchio [12].

Latent semantic indexing [4] is in effect a DE
method, however for information retrieval it was found
to be inferior to the vector space model [9].

Li and Meng [8] use DE for spoken document re-
trieval with good improvements in Cantonese monolin-
gual retrieval and in Mandarin cross-language retrieval.

Both Lester and Williams [6] and Levow and
Oard [7] have used DE for topic tracking. Whereas
Lester and Williams use DE to enrich topic profiles and
do not specify whether it bears any benefit, the latter
get consistent improvements in Mandarin cross-lingual
retrieval by expanding the documents to be tracked.

With the exception of Lester and Williams (who ex-
pand only translated documents), all other work men-
tioned above uses DE in the context of enriching possi-
bly incorrectly translated documents.

Query associations
One of our proposed DE methods (detailed in Section 3)
is in essence quite similar to query association as used
in the context of effective retrieval [14]. We describe
these here and highlight the differences to our proposed

method later. Scholer et al. make use of a query log, by
running each query of the log and adding the text of the
query to the top N ranked documents. Each document
is augmented with the top M queries that achieved the
highest similarity score. They found that good values
for M and N are 19 and 39 respectively.

We previously made use of query associations in
conjunction with QE [1] with good success, however,
for that work we stored associations separately and
then expanded queries from the especially created
surrogates conventionally.

3 Document expansion methods
Rather than expanding a query from an initially
retrieved set of documents, which is time-consuming,
DE expands documents with potential query terms
that occur in similar documents. While this expansion
process is reasonably costly, it is done prior to
indexing time. Query times are only slightly increased,
since inverted lists are on average, say 10% longer,
depending on which DE method is chosen.

There are several ways to expand documents. All
methods have one aim: to eliminate inefficient run-time
QE, while getting some effectiveness of a local analysis
mechanism. Each of the following proposed methods
makes use of local analysis at indexing time and ex-
pands the original documents with additional terms.

Selection and weighting measures
Before describing the different DE techniques we pro-
pose, we first explain underlying equations needed to
arrive at expanded documents. We use one similarity
measure, three different measures to select expansion
terms, and one measure that weights selected terms.

Similarity measure. To measure the similarity of
queries to documents, we use Okapi BM25 [16] in all
our experiments, where constants k1 and b are set to 1.2
and 0.75 respectively. We set k3 to 0, motivated by the
assumption that each term in contemporary queries [17]
only occurs once.

Term selection measures. Depending on the ex-
pansion method, we use different measures to select
terms from a set of candidate terms.

We use the term selection value [11] in our experi-
ments for ranking terms, if not stated otherwise:

TSVt =

(

ft

N

)fr,t
(

|R|

fr,t

)

where ft is the number of documents in the collection
in which term t occurs in, N is the total number of
documents in the collection, and fr,t is the number of
the |R| top ranked documents in which term t occurs.

An alternative is the Kullback-Leibler divergence,
which specifies the distance between two probability
densities. In other words, each term in the local set of
documents (R) gets a value associated with the relative
rareness of a term in the current set as opposed to the
whole collection. The KLD weight of terms that occur



Algorithm 2 Document centric expansion
1: for all documents d ∈ collection do
2: formulate query q to consist of all terms t in d

3: rank documents in collection against q

4: select top 10 docs (other than d) as local set R

5: using TSV, select top |E| = 25 terms from R

(excluding t ∈ q ∩ d) and append to d

6: end for

relatively often (or seldom) in the local set in contrast to
the entire collection will receive a higher (lower) value
than terms that appear as often as their term frequency
suggests. The KLD can be calculated as [3, page 154]:

KLDt =
fr,t

|R|
× log

(

fr,t

|R|
×

F + 0.01× |V |

Ft + 0.01

)

where Ft is the total number of occurrences of term t

in the collection, F is the combined total number of
occurrences of all terms in the collection, and |V | is the
number of unique terms in the collection.

Term weighting. In all our experiments, expansion
terms are weighted1 by the Robertson/Sparck Jones rel-
evance weight [10], to be used in the Okapi formula:

rwt =
1

3
log

(fr,t + 0.5)(N − ft − |R| + fr,t + 0.5)

(|R| − fr,t + 0.5)(ft − fr,t + 0.5)

Document centric DE
For this DE technique each complete document is run
as a query and the top |E| expansion terms determined
through local analysis are appended to the document
(see also Algorithm 2 and Figure 2b). This method is
conceptually similar to conventional QE. Although this
way of expanding documents is reasonably time con-
suming, it could be sped up considerably by for instance
using only the top n tf.idf terms for each query.

Even though the Okapi variant that we use for
our experiments is not well suited for queries with
duplicate query terms, we found that using the standard
BM25 formulation or the Cosine measure degrades
results considerably. Using our training data, we found
that selecting terms with the KLD worked consistently
better than using their tf.idf value or TSV. Interestingly,
it became clear that allowing terms which are already in
a document to be appended to this document decreases
effectiveness compared to restricting additions to new
material. We also found that augmenting a document
with 10% of the number of tokens in a document works
best, rather than adding a fixed number of terms or
using a global threshold value for the selection value of
each candidate term. That is, a document that contains
100 words is augmented with 10 more words. A side
effect of DE is therefore that document collections and
associated indexes are roughly 10% longer than the
original collection and indexes after expansion.

A potential problem with DE is that terms that are
used for augmenting documents tend to be quite rare

1The dampening factor of 1/3 helps to prevent query drift. It was
recommended by unpublished correspondence with the authors.

Algorithm 3 DE based on vocabulary
1: for all words t ∈ vocabulary V do
2: form query q from t

3: rank documents d against q

4: select top 10 documents R as local set
5: rank candidate terms using TSV
6: append top |E| = 25 terms to q, forming q′

7: rank 100 documents (X) against q′

8: for all documents d in X do
9: calculate s, the similarity score of q′ to d

10: save t, d, s triplets
11: end for
12: end for
13: for all documents d in collection do
14: select 0.1×|d| terms with highest s and add to d

15: end for

across the collection. Adding rare terms to documents
means that, after expansion, those terms will be less
rare, which will have an effect on retrieval performance.

Term centric DE
This approach to document expansion mimics more
closely a reversal of the conventional local analysis
algorithm. Imagine a query that consists of one term
only. The role of QE is to identify documents that are
about this term, but do not necessarily include this
term. This is done by adding terms to the query that
co-occur with the query term within the local set. After
expansion we therefore retrieve documents that do not
contain the query term but that do contain expansion
terms. DE inverts this scenario: it puts the query term
into those documents that contain the expansion terms.
This has the effect of adding potential query terms
that are on the same topic as the document but are
missing from it. In other words, Algorithm 3 ideally
adds terms to a document that would have lead to the
document being ranked if the term had been run as a
single original term in an expanded query (see also
Figure 2c). Our hypothesis is that this algorithm is
a good match for queries consisting of single terms,
however less so for the case of multi-term queries.

This expansion method is considerably faster than
the document centric approach. However, a problem
that does not occur with the document centric approach
arises in a setting where the collection grows, such as
the web. Since the basis for selecting expansion terms is
changing with the addition of new documents, the terms
previously chosen for a particular document might be
sub-optimal. Furthermore, it is difficult to determine
the best expansion terms for added documents, as those
documents did not exist when the collection was origi-
nally ranked against terms. An – admittedly expansive
– solution is to rerun the DE process after a certain
number of documents have been added. Possible op-
timisations are outside the scope of this paper.

In our experiments, we rank 100 documents against
an expanded term, although we found that ranking any
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number between 90 and 110 documents works equally
well. Contrary to the first method detailed above, we
found that using the TSV to select terms worked bet-
ter than choosing candidate terms based on their KLD
values. We allowed terms to be added to documents
even though they might already appear in that docu-
ment. Surprisingly, we found that excluding terms on
this basis leads to lower increases in effectiveness.

Query associations, as described in Section 2, differ
from our DE methods in several ways. First, our tech-
niques have the extra step of expanding a query with
terms before ranking documents that a query gets asso-
ciated with. Second, associations are based on external
information in the form of query logs, whereas DE re-
lies on within-collection data and statistics only. More
importantly, the query association results [14] show that
augmenting documents with queries works best when
placing the restriction on queries to be associated with
a document that all query terms must be present in the
document. The effect of this restriction is that pertinent
terms in a document get emphasised (their term count
is increased and therefore the ranking of those docu-
ments is improved subsequently), rather than new terms
– which address the problem of vocabulary mismatch –
are added to the document. Adding new terms makes
a document retrievable to queries that originally would
not have ranked this document, even though it may be
on the same topic.

Expansion via phrases as queries
As an extension to the term centric expansion, instead
of running individual vocabulary terms against the cor-
pus to establish associations between those terms and
documents, phrases can be used. This addresses a po-
tential shortfall of the method above, which is a good
match for queries consisting of single terms only.

We consider a phrase to consist of two or more con-
tiguous terms that are not separated by either a stop
word, an HTML or TREC tag, or any of the follow-
ing characters: ?!,;:(){}[]. In separate experiments, we
use maximal-length phrases and overlapping two-term
phrases. As in the previous method, the phrases then
get added to documents.

4 Experimental setup
We evaluate the proposed approaches in respect of ef-
fectiveness and efficiency as well as significance of re-
sults. As the underlying search engine we use Zettair.2

We did not use stemming, but stopped queries. Al-
though the local analysis parameters |E| and |R| are
collection dependent, we did not tune those for each
collection. Instead we use the default parameters of 25
and 10, respectively, in all cases.

Test collections. All our test data is drawn from
the TREC conferences. To tune parameters and choose
selection measures we used the Wall Street Journal arti-
cles from TREC disk 2, which covers issues from years
1990-92, referred to as WSJ2. With this collection we
used the TREC 3 topics 151–200. We ran the title field
as queries in all experiments to evaluate our system.

We used several collections to evaluate our
techniques. One is sourced from the same TREC:
Associated Press (AP); we used the AP data from
disks 1 and 2 to match the TREC 3 topics and relevance
judgements. We also used the newswire collection from
TRECs 7 and 8 (NW). This collection is drawn from
disks 4 and 5, without the congressional record. NW
was used as a whole and also as several sub-collections
from this collection, namely the Financial Times
1991-94 (FT), the Foreign Broadcast Information
Service (FBIS) and the LA Times (LA). Testing was
done against topic sets of TRECs 6, 7 and 8.

Timings. For timings, we used 100,000 stopped
queries taken from two query logs collected for the Ex-
cite search engine [17]. Although these queries are web
queries and not ideally suited to match the newswire
data (we were not able to obtain a more suitable query
log), these queries are adequate for testing the through-
put only – rather than effectiveness – of the system.

Our timings were produced on two machines.
The first is a Pentium IV 2.8 GHz machine with
hyper-threading and 2 GB of main memory. The
second is a dual Pentium III 866 MHz with 768 MB
of main memory. In Table 1 these are denoted as Lrg

2Zettair is an open source search engine available from http:

//www.seg.rmit.edu.au/



Expansion WJS2 AP NW FBIS FT LA
Method Lrg Ltl Lrg Ltl Lrg Ltl Lrg Ltl Lrg Ltl Lrg Ltl
None 4.7 7.4 6.9 11.7 11.4 22.8 5.0 8.0 6.8 12.1 6.8 11.3
QE 25.4 47.1 29.0 52.5 145.9 211.2 49.4 123.5 41.2 87.6 32.6 62.3
S = 40 7.5 14.8 11.4 22.5 20.9 52.0 8.1 16.3 11.8 24.4 10.6 20.6
Q = D 5.3 8.6 7.7 13.3 12.1 24.8 5.5 9.4 7.6 13.7 7.3 13.3
Q ∈ V 4.9 7.4 7.0 11.8 11.7 22.9 5.1 8.2 6.9 12.1 6.9 11.3
Q = P 4.9 7.6 – – – – – – – – – –
Q = B 4.8 7.6 – – – – – – – – – –

Table 1: The efficiency of expansion techniques is shown as the average query time in milliseconds over 100,000
queries on a machine with a large amount of memory (Lrg) and one with little (Ltl). None specifies the baseline, QE
shows the standard local analysis results, and S=40 shows the results for a summarisation technique. Q=D is the
document centric expansion technique. Q ∈ V , Q=P , and Q=B are term centric and phrase centric approaches.

and Ltl respectively. Lrg has ample amount of memory
that easily fits – at least for the experiments with
small collections – the whole document collection as
well as inverted indexes and any major auxiliary data
structures, such as document summaries, if applicable.
Even though main memory was flushed before timings
were commenced, eliminating any influence of caching
from any previous timed runs, as all 100,000 queries
are processed, all data is eventually cached. The
effect of this to the conventional QE method is that
the additional time requirement over the baseline is
purely that of parsing documents, evaluating terms and
processing a greater number of inverted lists, rather
than the main cost associated with expanding queries
from a local set in a typical environment, which is
retrieving documents from disk. In practice, for larger
collections, this scenario is unrealistic. We therefore
also show timings for a machine that can fit only part
of the collection and inverted lists in main memory.

Significance testing. One cannot assume that two
result sets differ significantly from each other by simply
observing the magnitude of the difference of an evalua-
tion measure over a number of queries. To evaluate our
results we make use of the non-parametric Wilcoxon
matched-pairs signed ranks test since it places no as-
sumption on the distribution of test data. In particular,
a non-parametric test does not require that data is nor-
mally distributed, which is important for our purposes.

5 Results
Results are listed in Tables 1 and 2. Only methods that
were successful on our training data are reported. The
S = 40 rows in Tables 1 and 2 give results for one
of the most successful methods we previously explored
when using in-memory document summaries [2]. For
this method each document is summarised by the top
40 tf.idf terms of that document. During query time, the
summaries for all documents are kept in memory. The
parameter of S = 40 was not tuned for the WSJ2 col-
lection. The memory overheads for this method are as
follows: WSJ2: 11.7 MB, AP: 26.1 MB, NW: 84.0 MB,
FBIS: 20.8 MB, FT: 33.2 MB, and LA: 20.4 MB.

Since the effectiveness of phrases experiments is no
better than the other DE runs and the resource require-
ments are comparatively large for phrase experiments,
we did not experiment with phrases further.

Effectiveness. In the following discussion we
treat any sub-collection as a full collection and
neglect a change of 0.005 or less in the respective
measurements. Across 13 collections, MAP was
increased ten times through QE and decreased twice,
whereas the DE technique Q = D improved only five
collections and degraded the results of one. These
figures are six and two respectively for the term
centric method. QE improved precision at 10 in nine
instances and decreased it in three cases. Retrieval
results for precision at 10 were increased three times
and decreased in five instances, employing either DE
technique. Using those terms for comparison, the
summarisation technique performs the same as QE,
with the exception of FT where it is a little worse
the QE. Increases in effectiveness for DE methods
are small compared to those of QE. Furthermore,
improvements achieved by QE are mostly statistically
significant whereas DE improvements are not.

Efficiency. The term centric approach slows down
retrieval by 2% in most cases, whereas the document
centric technique adds roughly 10%. These figures are
the same on both machines as there is enough main
memory on either machine for caching of inverted lists.

On Lrg, QE slows down retrieval by a factor of five
to seven. Caching does not work well, since during
query evaluation many lists have to be purged in order
to make room for other lists and for documents that are
retrieved from disk. This problem is exacerbated on Ltl

where the overhead increases from five to fifteen-fold.
The additional data needed for the technique involv-

ing summaries fits well into memory on Lrg, while
leaving adequate room for inverted lists to be cached.
This is why query times are increased only by around
50%. On Ltl, some of the in-memory summaries need
to be swapped in and out of memory more often and the
penalty is relatively high, leading to a decrease in query
throughput to roughly half of that of the baseline.

Robustness. Figure 3 shows how many queries are
degraded or improved in respect to the baseline and
by how much. The baseline is constructed by running
queries in their original form against the non-modified
corpus. All lines more or less intersect the x-axis at the
same point, which means that all methods examined in
this paper exhibit roughly the same robustness for each
collection.



Coll. Method MAP P@10 R-Pr. MAP P@10 R-Pr. MAP P@10 R-Pr.
None 0.251 0.363 0.275
QE 0.325‡ 0.388 0.324‡
S = 40 0.286‡ 0.380 0.287†
Q = D 0.265‡ 0.361 0.280
Q ∈ V 0.264 0.378 0.283
Q = P 0.259 0.371 0.276

W
SJ

2

Q = B

T
R

E
C

3

0.260 0.380 0.268†
None 0.243 0.430 0.262
QE 0.327‡ 0.468‡ 0.333‡
S = 40 0.290‡ 0.454‡ 0.301‡
Q = D 0.251 0.416 0.286‡A

P

Q ∈ V

T
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E
C

3

0.248 0.420 0.276‡
None 0.195 0.458 0.251 0.222 0.438 0.262
QE 0.232‡ 0.452 0.285‡ 0.250‡ 0.464 0.289‡
S = 40 0.208 0.438 0.263 0.234 0.434 0.269
Q = D 0.199 0.476 0.259 0.213 0.444 0.263N

W

Q ∈ V

T
R

E
C

7

0.195† 0.444 0.243

T
R

E
C

8

0.220 0.434 0.261
None 0.223 0.260 0.232 0.208 0.318 0.218 0.269 0.319 0.281
QE 0.237‡ 0.266 0.226 0.222 0.292† 0.243‡ 0.270 0.305 0.256
S = 40 0.231 0.274 0.226 0.217 0.308 0.224 0.268 0.309 0.274
Q = D 0.220‡ 0.257 0.235 0.205 0.300‡ 0.218 0.264‡ 0.312 0.279FB

IS
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C

6

0.233 0.260 0.237
T

R
E

C
7

0.228 0.318 0.239‡

T
R

E
C

8

0.278 0.321 0.284
None 0.214 0.250 0.244 0.224 0.271 0.241 0.290 0.331 0.298
QE 0.209 0.261 0.220 0.233 0.287 0.234 0.298 0.361† 0.282
S = 40 0.217 0.276‡ 0.221 0.216 0.269 0.229 0.261 0.341 0.249
Q = D 0.211† 0.243 0.235 0.229 0.277 0.242 0.299 0.316 0.312FT

Q ∈ V
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R
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C

6

0.206 0.237 0.229

T
R

E
C

7

0.212 0.287‡ 0.221

T
R

E
C

8

0.295 0.325 0.304
None 0.198 0.231 0.232 0.211 0.300 0.234 0.233 0.260 0.238
QE 0.226‡ 0.254‡ 0.218 0.251‡ 0.316 0.269† 0.207 0.256 0.223
S = 40 0.213‡ 0.244‡ 0.222 0.240† 0.306 0.263† 0.216 0.262 0.237
Q = D 0.209 0.227 0.221 0.225 0.304 0.242 0.237 0.256 0.248L

A

Q ∈ V

T
R

E
C

6

0.216 0.237† 0.237

T
R

E
C

7

0.224 0.288 0.250

T
R

E
C

8

0.235 0.256 0.242

Table 2: Effectiveness of expansion techniques, averaged over 50 queries. The WSJ2 data was used for tuning.
Shown are mean average precision (MAP), precision at 10 (P@10), and precision at the number of relevant
documents (R-Pr.). Notation otherwise is the same as that used in Table 1. Results that are statistically significant
different to the baseline at the 0.10 and 0.05 levels are marked with † and ‡ respectively.

6 Analysis
An explanation for the relatively poor improvements
of DE is that the topic of the expanded documents is
changed too much from the original topic, analogous
to query drift. This problem could be alleviated by
adding a reduced weight to terms as they are added to
documents. We leave this for future work.

A further explanation is that the lack of context dur-
ing the expansion process is unhelpful; whereas, during
conventional QE, several query terms set a particular
context that determines the intersection of documents in
the local set. Our experiments involving phrases try to
address this problem. However, the generation method
of phrases is most likely insufficient. Phrases are ex-
tracted from the collection itself – rather than from a
suitable query log for example – and therefore no new
context from outside the collection is found.

7 Conclusions
A series of experiments cannot prove that a family of
methods is not viable. Establishing a positive result is
straightforward; establishing a negative result involves
demonstrating that all reasonable avenues of progress
have been investigated and found wanting. Nonethe-
less, we believe we have shown that corpus-based DE is
not promising. Other DE methods, based on extracting
terms from external resources, have been found to give
limited gains in some circumstances. However, while

query-time costs are low, we were unable to use corpus-
based DE to significantly improve effectiveness, and the
index-time costs are considerable.

In contrast, our fresh investigation of QE showed
that it was generally of benefit in the newswire col-
lections used in our experiments, and that the evalua-
tion costs can be much reduced while broadly maintain-
ing the effectiveness gains. These results, we believe,
should help focus future research in the area, by demon-
strating that work on DE may not be warranted and by
suggesting promising further directions for improving
the efficiency and effectiveness of QE.
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