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Abstract

Queries to text collections are resolved by ranking the documents in the collection and
returning the highest-scoring documents to the user. An alternative retrieval method is to
rank passages, that is, short fragments of documents, a strategy that can improve effective-
ness and identify relevant material in documents that are too large for users to consider as a
whole. However, ranking of passages can considerably increase retrieval costs. In this paper
we explore alternative query evaluation techniques, and develop new techniques for evaluat-
ing queries on passages. We show experimentally that, appropriately implemented, effective
passage retrieval is practical in limited memory on a desktop machine. Compared to passage
ranking with adaptations of current document ranking algorithms, our new “DO-TOS” pas-
sage ranking algorithm requires only a fraction of the resources, at the cost of a small loss of
effectiveness.

1 Introduction

Techniques for retrieval of documents from large text collections are well developed, and in current
systems typical queries can be resolved in a fraction of a second. These techniques are used in many
applications, ranging from queries of one or two words posed to Internet search engines by naive
users to complex queries posed to special-purpose databases by information search specialists.
In current systems the use of traditional Boolean queries has been substantially replaced by the
use of ranked queries, in which each document in the collection is heuristically assigned a score
representing its similarity to the query and the most similar documents are returned to the user.
To compute these heuristics many similarity measures have been developed, the best of which
have been shown in large-scale experiments to be effective in practice at identifying documents
that satisfy users’ needs [27, 37].

With the advent of intranets, the Internet, and online document authoring systems, there is
rapid growth in both the number of users accessing text databases and in the volume of stored
text. This pressure has led to the development of new, efficient algorithms for indexing and ranked
query evaluation [20, 23, 35] that allow queries to be resolved much more rapidly and with fewer
resources than with the best techniques of only a few years ago. These techniques include the use
of compression, to reduce the size of index and text; heuristics that drastically reduce the number
of documents to be considered as candidate answers to each query; and restructuring of the index
to reduce the volume of index information processed as part of query evaluation.

Another pressure on document retrieval system technology is change in the kinds of documents
that are being stored. Traditional text retrieval systems, such as those used in libraries, indexed
only limited documents such as abstracts of papers. Current systems are used for indexing a great
variety of documents, ranging, for example, from short documents such as abstracts, newspaper
articles, and web pages to long documents such as journal articles, books, court transcripts, and
legislation. In some cases individual documents can be megabytes or tens of megabytes long. For
example, an Australian database of legislation includes one document of 53 Mb and another of
23 Mb; most of the principal sections of the latter document are tens or hundreds of kilobytes,
but one section is 14 Mb. For such documents, standard ranking is not of value.

These applications present a serious challenge to document retrieval systems. The heuristics
used for evaluating similarity of document and query are not always reliable when documents of



widely varying length are involved, and erroneously fetching a long document carries a significant
performance penalty. Also, these heuristics are simply less effective over long documents, because
it is difficult to weight for proximity of the query terms within documents. Moreover, in modern
systems it is not always clear what to retrieve. In traditional text retrieval systems, the stored
data was divided into individual documents, such as abstracts or articles, used as units of retrieval.
In contrast, in some cases there is no clear division of the stored data: for documents marked up
in a hierarchical language such as SGML, different applications may require different components
of the text; the logical divisions may be unhelpful, as in the case of court transcripts where each
session yields a single document; or the divisions or markup used in one document may be absent
in another.

A technique that addresses these problems is passage retrieval, in which the unit of retrieval
is blocks of text from the stored documents. Passages can be based on logical components of
documents such as sections or paragraphs, but earlier work, in particular our own experiments,
shows that the most effective and reliable form of passage is a fixed-length sequence of words
occurring anywhere in the document [7, 17]. In this model of query evaluation, each document
is (in principle) regarded as containing a large number of passages, with potentially each word
occurrence being the start of a fresh passage. Query evaluation proceeds by identifying the passages
in the database that are the most similar to the query. Then either the documents containing
the highest-ranked passages are returned to the user, or the passage is returned together with
context information such as the title of the document and information about the location of the
passage within the document’s structure. The difficulty with using passages is that they can
greatly increase the cost of query evaluation.

In this paper we begin by reviewing the principal techniques for evaluation of ranked queries,
including: document-ordered or DO processing (also known as document-at-a-time processing,
in which the inverted lists are processed simultaneously); term-ordered or TO processing (also
known as term-at-a-time processing, in which each inverted list is processed in sequence); and
some of the more successful optimisations to term-ordered query evaluation, in particular skipping
or TOS strategies based on limiting the number of candidate documents considered during query
evaluation. For ranking of whole documents, a previous analysis has suggested that in limited
memory DO evaluation is more efficient than TO [30]. Using the MG prototype text database
system we compare TO, TOS, and DO experimentally, and show that for short queries DO is
more efficient than TO, but for other queries—and even in circumstances that are ideal for DO
evaluation—TO evaluation is faster, and that as query length increases the cost of DO evaluation
rises much more rapidly than that of TO evaluation. For document ranking, both of these strategies
are slower than TOS evaluation.

We then examine the suitability of each of these techniques for passage retrieval and propose
a range of options for passage retrieval in practice. We experimentally compare these techniques,
considering both effectiveness and efficiency. These experiments show that passage ranking is
practical, with short queries to a large collection evaluated in limited memory in one or two seconds.
With sufficient memory, TOS and DO evaluation are both effective, and that for the most common
retrieval task—fetching a list of ten or twenty documents—the memory requirements need not be
excessive. The experiments also show that, as for whole-document ranking, as query length grows
the cost of DO query evaluation rises much more rapidly than that of TOS query evaluation.

For shorter queries on passages, however, DO evaluation is the more efficient strategy. We
propose a combined DO-TOS strategy, where DO processing is used to determine a set of likely
documents based on the rarest of the query terms and TOS processing is used to reorder this set,
and show that this approach is often more efficient than either strategy used alone. For passage
retrieval, DO evaluation allows heuristic simplification of some of the in-document computation;
the combined approach is not likely to yield significant gains for document retrieval.



2 Text retrieval

In statistically-based retrieval systems, documents are ranked according to a heuristic similarity
function that estimates the degree of similarity of document and query. In principle, evaluation
proceeds by computing the similarity of each document to the query, then returning the & docu-
ments with the highest similarity values. Many similarity functions have been proposed; a typical,
effective formulation is the cosine measure [11, 24, 37]:
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the value f;+ is the number of occurrences or frequency of term ¢ in x; there are N documents;
f+ is the number of distinct documents containing ¢; and the expression log,(N/f: + 1) is the
“inverse document frequency”, a representation of the rareness of ¢ in the collection. Compared
to cosine formulations with refinements such as pivoted document length normalisation [28], we
have found that, on the test data used in this paper, the formulation above achieves about the
same effectiveness.

The cosine measure exemplifies typical features of the more effective similarity functions. It
gives high weight to documents that contain many of the query terms; these weights are increased if
the terms are common in the document; and terms that are relatively rare in the collection attract
a higher weight. To counteract the statistical tendency of longer documents to contain more
terms (and thus have higher weight), document length is used for normalisation. This particular
formulation has the practical advantage that document length is independent of collection-wide
statistics.

The performance of similarity measures can be improved in several ways. One is to use phrases
as well as individual terms; rather than simply retrieving documents containing both “oil” and
“well”, for example, the system could favour documents in which these terms are adjacent. More
generally, documents in which the query terms are proximate are, intuitively, more likely to be
relevant than documents in which they are widely spaced.

Another kind of improvement is the use of relevance feedback, where users are presented with a
small number of answers and indicate which are relevant; the system can then heuristically choose
further terms from these documents and issue an augmented query. Intuitively, this technique is
successful because the same concept can be expressed in different ways, and relevant documents
are likely to contain new expressions of the concepts of interest to the user. An alternative intuition
is that the user’s query is an initial link into a text collection; the documents thus located can
be used to link to further material on the same topic. Perhaps surprisingly, the user-feedback
element of relevance feedback can be omitted: since, statistically, a reasonable proportion of
highly ranked documents are relevant, these can be used to expand the query without interaction
with the user. Experiments have consistently shown that query expansion leads to improved
performance [1, 18, 36]. In practice, however, query expansion has a significant disadvantage: it
greatly increases the number of query terms, thus increasing the costs of query evaluation. A query
evaluation technique that was efficient for small queries only—such as the two-word to five-word
queries typically presented to internet search engines—would not be satisfactory.

Passage retrieval

An alternative approach to text retrieval is the use of passages, or small subparts of documents.
Ranking can proceed by either fetching documents according to the best passage they contain,



or by actually fetching passages (and any context necessary to the user’s understanding of the
passage, such as the title and structure of the containing document). Despite the fact that retrieval
based on passages considers only part of each document, it has several significant advantages: in
passages, query terms must be proximate; normalisation problems are avoided if passages are of
similar lengths; passages are pointers to relevant parts of long documents, which may also contain
much irrelevant material; and passages are convenient for presentation to the user.

Passages can be used in different ways. One approach is to return only the highly ranked
passages, providing a concise response with a limited number of bytes to transport. Such passage
retrieval may, for example, provide a good basis for a question-and-answer style of information
retrieval. Another approach, as in the experiments in this paper, is to use passages as proxies
for documents; that is, documents are ranked according to similarities computed for their pas-
sages. In this approach, documents are still returned in response to queries, providing context for
the passages identified as answers. (In the context of research this approach has the pragmatic
advantage that the effectiveness of passage-based retrieval can be measured with document-level
relevance judgements.) However, these issues are independent of the merits of passage retrieval as
a query evaluation mechanism.

Many definitions of passage have been proposed in the literature, including passages based
on: document markup [8, 10, 25, 26, 32, 33, 39] such as sections, paragraphs, and groups of
sentences; boundaries at which topic shifts can be inferred [16, 19]; sequences of paragraphs of
similar aggregate length [39]; and fixed-length sequences of words [7, 16, 17, 29], which can be either
disjoint or overlapping. Several of these definitions of passage rely on semantic properties such
as sentence boundaries, and intuitively it is reasonable to suppose that passages based on natural
blocks of text should provide the basis for retrieval. However, in earlier work by ourselves [17], in
which we compared many of these techniques over the same data, we observed that the techniques
that made less use of semantics were in general the most effective. Confirming our suppositions and
the results of Callan [7], these results showed that the greatest retrieval effectiveness is achieved
with passages of fixed-length sequences of words that can start at any point in a document. Our
results strongly suggest that taking into account even elementary structure such as paragraph or
sentence boundaries degrades effectiveness; use of such structure assumes that it can be reliably
identified, and reintroduces problems such as length normalisation.

For the FR subcollection of TREC [14], which contains documents of greatly varying length,
we showed that use of overlapping fixed-length passages of 150 to 300 words markedly improves
retrieval effectiveness, by up to 37% over full document ranking [17]. Smaller but consistent
improvements were observed for the full TREC collection, and have since been confirmed by our
contributions to the 1997 and 1998 rounds of TREC [12, 13]: as a first-stage retrieval mechanism,
these results and those of Walker et al. [32] show that passages are superior to the current best
whole-document similarity measures. Our results showed that the highest effectiveness is achieved
when passages are allowed to start at any point in the text, but if they are restricted to commencing
at, say, 25 word intervals, the degradation is small. This method is similar to the approach
described by Stanfill and Waltz [29], in which documents are segmented into short sections and
the best sections in each document are used to rank documents. Up to two adjacent sections can
be merged by summing their absolute similarity to the query. However, in our experiments we
observed that use of disjoint passages, or passages with only limited overlap, significantly degrades
effectiveness.

Similar performance has been achieved for short queries with an approach based on markup.
Clarke et al. [8] use Boolean queries to identify segments of documents that satisfy the Boolean
condition. Document similarity is based on the shortest possible segment that matched the Boolean
query, scoring text segments on their absolute length. No collection statistics are required, but,
in the initial version of this work, manual effort was required to generate the Boolean queries and
all query terms are treated equivalently. An approach that avoids the manual effort was used in
the 1998 round of TREC [10]. A query expressed in natural language is used to generate a set of
Boolean queries ordered by decreasing number of terms: the first is the conjunction of all query
words; the next query is a conjunction of all query words except the word with highest IDF; and
so on until the last query is a disjunction of all query words. Queries are matched in turn against



text segments, and documents are ranked by query length and shortness of matching segment.
While it appears that this approach is only effective if the queries are short [9], it is still under
development.

In our experiments, the similarity assigned to a document was that of its highest-ranked pas-
sage, but there are alternative strategies. Hearst and Plaunt [16] have shown that combining
similarities from the best passages in a document can be more effective. We have not explored
this possibility, having already achieved good gains in effectiveness and because it is not obvious
how scores from overlapping passages might be combined.

Passages do have one serious drawback: naively implemented, the cost of ranking passages is
high. The number of candidate passages in a collection is much larger than the number of candi-
date documents—particularly for highly overlapping passages—so ranking is more expensive, and
potentially impractical. However, as discussed above in some circumstances there is no logical
division of text into documents, and for collections of long documents passages provide substan-
tially better effectiveness than the alternatives. For these reasons it is worth exploring options for
efficient passage retrieval.

Measuring text retrieval systems

Text retrieval systems can be measured in two ways: by their efficiency, that is, their use of
resources such as disk, memory, and time; and by their effectiveness, that is, their ability to
retrieve answers that satisfy users’ information needs. Judgement of effectiveness requires three
components. First is a standard text collection containing a reasonably large number of documents.
Second is a standard set of queries. Third is, for each query, a set of human relevance judgements—
manual decisions as to which of the documents in the collection satisfy the information need. In
this paper we use the TREC test collection [14], which consists of several gigabytes of text data,
several hundred queries, and several thousand relevance judgements for each query. We focus on
the data generated in the 1996 round of TREC, specifically the 2 gigabytes of data on TREC disks
2 and 4 and queries 251-300.

Given a set of test data, evaluation of each test query with a similarity measure yields a ranked
set of answers, in which a proportion—the precision—are relevant, and containing a proportion—
the recall—of the known relevant answers. Averaging precision at fixed numbers of documents
returned yields overall average-precision, a standard metric for measuring effectiveness.

Efficiency and effectiveness are interdependent: achievement of efficiency often involves some
sacrifice of effectiveness. Some of the evaluation mechanisms described below use heuristics that
are designed to have minimal impact on effectiveness while significantly reducing costs.

3 Evaluation of ranked queries

Evaluation of a query by exhaustive comparison of it to each document is almost always prohibitive;
efficient query evaluation requires some form of index. Many studies have shown that effective
retrieval requires consideration of all terms occurring in documents, other than stopwords (content-
free terms such as “the” and “furthermore”); attempts to reduce the volume of index terms to
a smaller number of descriptors have not been successful. The standard structure for indexing
documents for ranking is an inverted file, the only practical index structure for this task [4, 35, 38|,
which consists of two components: a vocabulary containing each distinct term in the collection and,
for each term, an inverted list. The list must include the identifier of each document containing the
term, the in-document frequency of the term in the document, and may also include information
such as the positions of the word in the document to allow proximity to be determined.

For efficient processing inverted lists must be sorted by increasing document identifier; for
efficient retrieval they must be stored contiguously (or, for long lists, in large blocks). Although
this approach has some effect on update costs and disk fragmentation, the impact is surprisingly
moderate, and has significant benefits for query evaluation [38]. Throughout this paper we assume
that inverted lists are stored efficiently, using compression techniques based on variable-length



1. Create an array of accumulators, one for each document in the collection.

2. Process the inverted list of each query term ¢ in turn, so that each inverted list is fully
processed before the next is begun. For each document identifier d and in-document
frequency fq+ in the inverted list for ¢, update d’s accumulator by adding

Wq,t - Wd,t = loge(fd,t + 1) ! loge(fq,t + 1) ' 1Oge(N/ft + 1)
to its current value.

3. Pass through the array of accumulators, dividing each by W, and identifying the k greatest
values; the corresponding k& documents are fetched and returned to the user.

Figure 1: Term-order or TO processing for document ranking.

codes. Compared to lists with fixed-length fields, disk transfer costs are reduced by a factor of
about three to six, and seek costs are somewhat reduced (because of the smaller number of disk
tracks occupied by inverted lists) [20]. The trade-off is the requirement for decoding during query
evaluation; we consider the impact of this decoding below.

Using an inverted list there are in broad terms two standard strategies for evaluating a ranked
query, term-ordered query evaluation and document-ordered query evaluation. We now describe
these strategies and some refinements, and discuss the major evaluation costs.

Term-ordered query evaluation

The query evaluation strategy most often described in the literature is term-ordered or TO pro-
cessing. In this strategy, the inverted list for each term is fetched, processed, and discarded before
the next list is considered. The lists should be considered in order of decreasing rarity, so that
the information about the rarest term is processed in full before the information about the next
term is fetched. Each entry in each list contains information about the occurrence of a term in a
document; to assemble this information into similarity values, it is necessary to maintain a set of
accumulators containing partial similarities computed so far for each document. In TO processing,
shown in outline in Figure 1, this set is represented as an array with one element per document in
the collection. Note that, even for queries of just a few terms, a high proportion of the documents
in the collection can have non-zero accumulators.

The resource costs of query evaluation include disk, memory, and CPU cycles, and vary de-
pending on query and database statistics. These costs cannot easily be combined: any model that
integrated them into a single value would be based on narrow assumptions for parameters that
vary dramatically between machines and applications, such as the relationship between the cost of
fetching a bit from disk, the cost of processing an addition, collection size, the length of a typical
query, and the distribution of query terms. What is significant is the characteristics of these costs:
their asymptotic behaviour and how they vary as the properties of query and database change.
Analysis of these characteristics allows us to make predictions about the relative behaviour of
different query evaluation techniques.

For TO evaluation, the main resource costs are as follows; we show below how they combine
in practice.

F%DO: Fetching of the inverted lists from disk. Term-ordered processing allows the whole of each
inverted list to be fetched in a single operation, or a small number of operations for lists
whose length exceeds the buffer size. A single read is the most efficient way of getting lists
into memory. It is for this reason that, as discussed above, lists should be stored contiguously
on disk, a strategy that makes update somewhat more expensive but greatly simplifies query
evaluation [35, 38], which is typically the dominant cost in text databases.



This cost is asymptotically linear in the size of the collection, assuming that the rarity of
query terms (that is, the proportion of documents in which each query term occurs) does
not change, but in practice this cost grows more slowly because seek costs are significant
and the number of seeks is roughly constant. This cost is also linear in the number of query
terms.

A single fixed-size buffer is required to store the current inverted list; this cost is independent
of query length.

P%DO: Processing inverted lists. This cost has two components. The first is the time to decompress
each list in full, which on current machines is somewhat less than the time saved in disk
transfer costs, giving a net saving overall [20]; indeed, trends in hardware are further favour-
ing the use of compression for indexes [34]. The second component is, for each document
identifier and in-document frequency, computation of wg ; - wq,+ and update of the appropri-
ate accumulator. This cost can be reduced somewhat by, for each term, precomputing the
wgq + - Wq,; values corresponding to small in-document frequencies, which account for the vast
majority of inverted list entries.

These costs are linear in the number of documents in the collection and in the number of
query terms.

A?O: Storing and processing the array of accumulators. The accumulators consume memory, for
storage, and CPU cycles, for normalisation and for search for high similarity values. Both
of these costs are linear in the number of documents in the collection, but are independent
of query length.

In an environment with limited memory it may be necessary to store the accumulators in
a compact, fixed-size structure, then, when this structure is full, write it to disk and begin
again. At the end of processing of inverted lists the temporary structures must be fetched
and merged. This style of processing imposes significant costs, but is probably unnecessary;
it is far more efficient to simply limit the number of accumulators, as discussed below.

In order to reduce the number of accumulators, an almost-zero memory strategy can be
used: fetch the first two inverted lists, merge them, write the intermediate result to disk,
then iteratively merge this result with each subsequent list, writing the new result to disk
each time [30]. If buffer space is limited, inverted lists can be fetched in smaller blocks.
This strategy has the disadvantage that, for longer queries, the intermediate list will contain
around one entry for each document in the database and must be read and written for each
query term.

A further cost is the overhead of fetching the answer documents, which however is independent
of the query evaluation technique. For small numbers of answers this cost is small, and we do not
consider it in our comparisons.

Improving term-ordered evaluation

A simple improvement to term-ordered evaluation is to use stopping: stop-words are typically the
most frequent words in the collection, and processing them is expensive and has little impact on
effectiveness [27]. Removing further query terms, however, reduces effectiveness; Moffat and Zobel
observed that effectiveness grows with number of query terms processed [20], and we observed that
effectiveness is correlated with query length, as illustrated in Figure 8.

Another improvement is to limit the number of accumulators in some way. While most ac-
cumulators are typically non-zero, most accumulator values are trivially small, containing only a
contribution from a less significant term. Several heuristics have been proposed for limiting of
accumulators [4, 6, 15, 20, 23]. One of the most effective is to simply insist on an absolute bound
to the number of accumulators [20]. In this approach, denoted TOS, as the first inverted lists (cor-
responding to the rarer query terms) are processed, each reference to a new document provokes



creation of an accumulator. Once the structure of accumulators is full, by which stage it is likely
that processing has proceeded to terms that are not rare, existing accumulators can be updated
but creation of accumulators is no longer allowed. Experiments with the TREC data showed that
limiting the number of accumulators to around 5% of the number of stored documents had no
impact on effectiveness. The limited-accumulator technique is of most value when the number of
query terms is large, but even for queries of two terms it can result in measurable savings [20].

The main impact of this change is to reduce the cost of storing the accumulators. A more
complex structure is required to hold them—the array must be replaced by a lookup structure
such as a hash table that maps document identifiers to accumulators—but even so the new cost
AP 4 is around one-tenth that of AZ,. The cost of accessing accumulators increases, since the
lookup is less direct, but this overhead is offset by the technique described below, which allows
the structure to be accessed less often.

A consequence of limiting accumulators is that, for the inverted lists corresponding to more
common terms, most of the document identifiers and in-document frequencies are not used, because
they correspond to documents that have not been allocated an accumulator. By adding structure
to each inverted list, such as dividing each list into blocks and storing pointers (or skips) to the
start of each block, much of the processing of unnecessary information can be avoided [20]. For
the longest lists, only a small percentage of the content need be decoded.

This skipped TO processing, or TOS processing, can greatly reduce overall costs. By analogy
with TO processing, the costs are F.5, ¢ for fetching lists, P54 for processing lists, and A2, for
processing accumulators.

The use of skips adds slightly to fetch costs, as lists are lengthened by the inclusion of additional
pointers, with perhaps FR,s ~ 1.25 x F5,. However, processing costs are greatly reduced;
experiments with long queries have shown reduction by a factor of four and somewhat less saving
for short queries [20]. Probably the most accurate statement that can be made about the relative
costing is that PTQOS is always less than P%DO, and is much less for long queries. The difference
between AP, and AL 4 is not dependent on query length; the latter is typically a fifth to a tenth
of the former.

Consider a typical query of 5 terms on our test data. With TO processing on our test machine,
a Sparc 20, the time in seconds to fetch inverted lists is FTPO = (.2, the time to process these lists
is PTPO = 0.2, and the time required for initialisation and final processing of the accumulators is
AP, = 0.4 (total 0.8 seconds). For a query of 30 terms, the times are FL, = 1.0, P&, = 1.5,
and A?O = 0.5 respectively (total 3.0 seconds). By comparison, for TOS processing, for the same
5 term query the times were 5, ¢ = 0.2, PR, = 0.2, and AP, = 0.1 (total 0.5 seconds), and
for the same 30 term query the times were FA,q = 0.9, PR g = 1.1, and 42,4 = 0.1 (total
2.1 seconds). Average elapsed times per query are shown in Figure 3.

An alternative structuring strategy of hierarchical reordering of lists [2, 21] can reduce the
decoding cost further, so that only the inverted list fetch cost and the accumulator update cost
are significant for long queries. Briefly, in this strategy the contents of each list is turned into
a balanced binary tree, which is then stored breadth-first, so that linear processing of the list
yields a breadth-first tree traversal, thus allowing more efficient skipping. There are practical
disadvantages: in particular, it is not clear whether word position information can be readily
incorporated into inverted lists structured in this way, and update is difficult. However, for the
standard task of whole-document ranking this strategy is more efficient than skipping.

Yet another approach to improving term-ordered query evaluation is to sort inverted lists by
in-document frequency rather than document identifier, so that the highest wg; - wq,+ values are
at the front of each list [23]. Query evaluation can then proceed by considering each list in turn
until the frequencies become, by some heuristic, too small. The rest of the list can then be ignored
and the next list fetched. For longer queries, typically only the first disk block of each list is
required [5]. Persin et al. [23] reported that, on a 500 Mb collection, this method could reduce
evaluation time by a factor of three without loss of effectiveness; the proportional savings should
grow with increased collection size.

Another query evaluation strategy that uses the same index structure is to search amongst
lists so that the highest wq ; - wq,¢ values are processed first, regardless of which term is used [22].



1. Fetch the first fragment of each inverted list and create an array of pointers, one to the start
of each list. Heapify the array by the smallest document identifier in each list. Create a
separate, empty heap, of capacity k, for highly-ranked documents.

2. Consume the lists as follows. For the unprocessed document d with the smallest identifier,
identify every inverted list referring to that document and compute

Z (wq,t . U)d’t) .

teqNd

Divide by Wy; if the result is larger than the current least similarity value, add d to
the heap of highly-ranked documents. Update the pointers (consuming the information
about d), fetch further inverted list fragments as necessary, reheapify the array of inverted
lists, and continue. This strategy requires that inverted lists be sorted, which has only a
small impact on update costs [35, 38].

3. The k documents in the heap of highly-ranked documents are fetched and returned to the
user.

Figure 2: Document-order or DO processing for document ranking.

While this strategy is effective for document ranking, it cannot be directly applied to passages, in
particular because in-passage frequencies are much smaller. Since our interest is in strategies for
passage ranking, we do not consider this form of frequency sorting in this paper. In Section 8 we
consider a variant form of this algorithm, but show, based on initial results, that it is unlikely to
be a useful approach for passages.

Document-ordered query evaluation

The other main strategy for query evaluation is document-ordered or DO processing. In this
strategy, the inverted lists of all query terms are processed in parallel; all the information about
each document is consumed from all of the lists simultaneously. DO processing is shown in outline
in Figure 2. For DO evaluation, the main resource costs are as follows.

FE,: Fetching of inverted lists from disk. For a reasonable number of query terms, it may be
infeasible to simultaneously buffer the whole of each inverted list. (Assumptions about
buffer use and memory availability are considered further below.) Thus each list may have
to be fetched in fragments.

The cost of fetching inverted lists is linear in the size of the collection, assuming that the
rarity of query terms does not change. If there is not enough space to simultaneously buffer
all of the inverted lists, the need for multiple seeks for each inverted list means that FDDO may
be much greater than F%DO, and is likely to be dominated by the number of seeks. In this
case, the cost is in principle linear in the number of query terms, but in practice increases
sharply when buffer size is exceeded.

A single fixed-size buffer is required to store the current fragments of inverted lists; this cost
is constant.

PDDO: Processing inverted lists. This cost has three components. The first is time to decompress
each list in full. The second is, for each document identifier and in-document frequency,
computation of wg ¢ - wa. The third is, for each document identifier, the cost of searching
and rebuilding the heap of inverted lists.

These costs are linear in the number of items in the collection but are O(mlogm) for m
query terms, because of the need at each stage to search for the query term corresponding



to the next least document identifier. For a large number of query terms this cost could in
practice be dominant.

In DO as described here, there is only one accumulator, necessitating search amongst the
inverted lists at each step; but without a structure of accumulators, there is no obvious way
to reduce the computation cost of list merging. An alternative strategy is to allocate a small
array of ¢ accumulators, representing the next ¢ documents. At each stage, query evaluation
would proceed by cycling through the term lists, consuming information pertaining to any
of these documents. These would then be searched for the highest similarity values. This
avoids the search amongst lists, but reintroduces the costs of TO processing, since in effect
each document is represented by an accumulator, and in addition each inverted list must be
fetched in fragments. We do not consider this strategy further.

Continuing the previous example, for a query of 5 terms the times in seconds are F' go = 0.2 and
PE, = 0.6 (total 0.8 seconds); for a query of 30 terms the times are F5, = 1.3 and PL, = 4.8
(total 6.1 seconds). Average elapsed times per query are shown in Figure 3.

Note that strategies such as skipping and inverted list reordering cannot be used in conjunction
with DO processing, since with DO there is no way of identifying in advance that index information
is not of interest.

Overall, for a large collection and a small number of query terms DO processing may be
preferable to TO or TOS processing: buffer space may allow each inverted list to be fetched
whole, the overhead of processing a large array of accumulators is absent, and skipping gives
relatively little advantage. As the number of query terms rises, the penalties for DO of multiple
accesses to fetch each list and of manipulating the heap of inverted lists become more significant,
while skipping should yield relatively greater improvements to TOS processing. The crossover
point between the two schemes depends on the size of the collection, the expected probability
distribution of query terms, and the relative costs of instruction processing and disk accesses on
the host machine.

Parallelism

There are two forms of parallelism in retrieval systems: the use of multiple processors and parallel
disk technologies to improve system performance, and the ability to handle multiple users simul-
taneously. With regard to the former, extending the capacity of the hardware does not affect the
trend costs of query evaluation. The impact of the latter, user parallelism, is two-fold. First, simul-
taneous processing of multiple queries makes it harder to schedule accesses to disk—for example,
a process cannot access one block of a file then expect, some time later, that the disk head will
be conveniently positioned for fetch of the subsequent block. Second, significant user parallelism
reduces the buffer space available to each user; and in many current environments, such as digital
libraries and internet search engines, economics dictate that systems must support hundreds of
concurrent queries per CPU. Memory must be shared amongst these queries. If a query involves
megabytes of inverted lists, or an evaluation technique needs megabytes of temporary structures,
it is unreasonable to expect all the data for the query to be simultaneously available in memory.

The net relative impact of these considerations on TO and DO processing depends on the
collection and the exact amount of space available, because they make somewhat different use of
buffer space. On the one hand, it is apparent that DO processing requires that lists be fetched
in smaller fragments than for TO processing, because of the need to hold multiple list fragments
simultaneously. On the other hand, for the particular extreme of very short queries, huge collec-
tions, and very high user parallelism—as typified by the web search engines—there may simply
not be enough space to store accumulators at all.

As the number of users on the machine rises, the memory per user falls. For TO processing,
once there is insufficient space for a full array of accumulators query evaluation can proceed only
by using temporary accumulator structures on disk; it follows that, if the number of users doubles,
more disk accesses are required to resolve each query. However, with the almost-zero strategy (of
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fetching and merging lists in pairs) virtually no memory at all is required between processing of
each inverted list, so concurrent processing may be able to continue even under heavy load.

For TOS processing, as the number of users increases the accumulators per user must be
reduced; once this number is too small effectiveness will become unacceptable, and the system
must defer evaluation of new queries. However, as the number of accumulators is reduced, the
cost per user falls, so that queries should continue to leave the system quickly. Alternatively, TOS
processing can incorporate the almost-zero strategy, with, in comparison to TO processing, the
advantage that there is an upper bound on the size of the temporary accumulator structure—at
worst it will be comparable in size to a typical inverted list.

For DO processing, as the number of users increases, buffer space for inverted lists must be
reduced. On the one hand, this reduction in space has no impact on effectiveness. On the other
hand, doubling the number of users (that is, halving buffer space per user) also doubles the number
of disk accesses required to resolve each query. This cost will rapidly dominate, so that doubling
the number of users is likely to quadruple the load. If space is reduced too far, therefore, the
system will thrash.

Turtle and Flood [30] developed a cost model for comparing DO and almost-zero TO evaluation,
measuring the amount of information read and written by each strategy. The model assumes that
memory is limited, and that the cost of processing inverted lists is dominant. Their analysis,
motivated by investigation of algorithms that require only limited memory, suggests that the costs
are lower for DO processing than for almost-zero TO processing. However, our analysis of query
evaluation shows that the cost of accessing the information in each case is not the same, thus
invalidating the model; and if adequate buffer space is available for a full complement of inverted
lists, this buffer space could instead be used for accumulators.

With TOS evaluation, accumulator structures need not be large, thus largely removing the
motivation for the almost-zero strategy. Rather than propose an abstract cost model, of uncer-
tain value when so many aspects of the costs are variable, we experimentally tested the relative
performance of TO, TOS, and DO query evaluation. Results are given in the next section.

4 Experiments with document retrieval

To guide our development of query evaluation algorithms for passage retrieval we compared the
performance of the strategies discussed above for the more conventional case of whole-document
retrieval. We chose to examine the relative costs of TO and DO processing experimentally, search-
ing for trends rather than absolute behaviour. The hardware used was a Sparc 20 substantially
free of other load and with 384 Mb of memory. In this environment, buffer sizes greatly exceed the
total size of all structures used and retrieved during query evaluation, so that inverted lists could
always be fetched in full. Between each query the memory was flushed to eliminate caching effects.
The system used was the prototype text retrieval engine MG [3, 35], with modifications to allow
DO processing. We are confident (after analysis of several false starts) that the implementation
in each case is of good quality.

The database used was disks 2 and 4 of TREC [31], which together contain about 530,000
documents. The queries used were the full text of topics 251-300; after stemming, casefolding,
and elimination of duplicate terms, their average length is approximately 30 terms. To simulate
the effect of increasing query length, we generated 1-word queries by choosing the first word of
each topic (that is, the first word of the title); 2-word queries by choosing the first two words of
each topic; and so on. Topics of less than k words were not used to produce k-word queries, so
that as k increased (past 14, the length of the shortest topic) average performance was over a
decreasing number of queries. The different query evaluation methods are compared in Table 1,
showing average effectiveness and average recall (or number of relevant documents) in the top
1000 documents retrieved, with the full queries and the TREC-5 data.

We used this data to measure the efficiency of the whole-document query evaluation mecha-
nisms discussed above. Results for elapsed time are shown in Figure 3. (In all our experiments
the same behaviour is shown by CPU time as by elapsed time. For this reason we do not show
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Table 1: Retrieval effectiveness for document ranking, on the TREC-5 data. Each “k” figure
represents '000s of accumulators.

Recall Precision at N documents Avg.
) 10 20 prec.
TO, DO 48.5 0.3680 0.3440  0.3070 0.1836
TOS, 10k 41.7 0.3760 0.3300  0.2970 0.1710
10
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Figure 3: Document ranking: Average elapsed time for TO, TOS, and DO query evaluation on
TREC-5 data. Each “k” figure represents ’000s of accumulators.

results for CPU time.) For TOS processing there were 10,000 (or 10k) accumulators for index
building and querying, or about 2% of the total number of documents, a figure that gives effec-
tiveness indistinguishable from that of ordinary TO processing. As can be seen, TOS processing
is always faster than TO or DO. TO processing is penalised by the initial cost of processing the
full array of accumulators, but is otherwise only slightly slower than TOS—for this data, the cost
of additional decompression is almost offset by simpler testing at each document entry and faster
access to each document’s accumulator. Note that Moffat and Zobel [20] observed bigger gains
due to skipping, because in our case the queries are shorter, there are fewer documents in the
collection, the processor we used is faster relative to the disk (so that the processing gains yielded
by skipping are less significant), and some inefficiencies have been removed from TO processing
in MG. However, the overall trends are similar.

For queries of more than a few terms, DO processing is much slower than even conventional
TO processing. We believe that the reason is that the cost of searching and maintaining the
heap of inverted lists rapidly becomes dominant as query length grows. These results confirm our
supposition that, as query length increases, DO processing becomes relatively more expensive.
For long queries TO or TOS evaluation is clearly preferable, as it is for use with techniques such
as relevance feedback or query expansion [1, 18, 36], which greatly increase the number of query
terms.

To confirm our observations we built a “document” collection of short pieces of text of 50-500
bytes each, from the same data; these pieces of text were identified by using paragraph breaks
where possible, but introducing breaks or coalescing paragraphs where they were outside the 50—
500 byte range. This gave a collection of around 7.7 million small documents. The intention was to
explore behaviour on a large collection and magnify the difference between the different methods
of evaluation.
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Figure 4: Document ranking: Average elapsed time for TO, TOS with 155k accumulators, TOS
with 50k accumulators, and DO query evaluation on the TREC-5 “50-500” collection. Each “k”
figure represents ’000s of accumulators.

Results are shown in Figure 4, and illustrate the weaknesses of all three approaches to query
evaluation. For short queries DO was the fastest, but grew in cost the most rapidly as query length
increased. As for the collection discussed above, TO was penalised by the need to initialise and
later normalise large numbers of accumulators. The behaviour of TOS was more complex. For
short queries no advantage can be taken of skipping, and the cost rises rapidly while the number
of distinct documents in the inverted lists is less than the number of accumulators, presumably
because of the greater complexity of index decompression and accumulator update. We ran two
separate sets of experiments with TOS, one based on 155,000 accumulators, or 2% of the total
number of documents [20], a figure that is likely to give good overall effectiveness; and another
based on 50,000 accumulators, a figure that is likely to give good precision in the top 10 or 20
documents retrieved, the most common retrieval task. As can be seen, reducing the number of
accumulators has a dramatic impact on costs.

Turtle and Flood’s comparison of processing techniques [30] assumed that only a limited
amount of memory is available to store intermediate results. In our experimental work, we have
assumed that intermediate results (either partial similarities or the complete set of inverted lists
used to evaluate a query) can fit in memory. With stricter memory limits, elapsed time for DO
and TO processing rises as discussed above, while elapsed time for TOS processing falls. Thus
these results represent a best case for DO and TO processing, and overall TOS is preferable for
document retrieval.

However, for passage retrieval the relative costs are different, giving DO processing a significant
advantage. In the remainder of this paper we explore query evaluation for passages.

5 Evaluation of passage ranking

The aim of passage ranking is to identify short blocks of contiguous text as likely answers; each
passage can be returned directly to the user, or in a production system returned with context
information such as a description of the document from which it was drawn. However, as discussed
earlier there are many possible definitions of passage; the method for identifying passages in text
can significantly affect the performance of passage retrieval.

As discussed earlier, document retrieval based on fixed-length passages has been shown to be
more reliable than retrieval based on passages defined in terms of logical or semantic properties [7,
17]. Based on these results we define a passage to be any fixed-length contiguous sequence of words
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1. Create a set of accumulators A, each set to 0.
2. Let @ be the set of unique terms in the query.
3. For each term ¢ in Q:

(a) Seek to and fetch inverted list I;.
(b) While I; is not empty:
i. Get the next document d; from I;.

ii. For each position offset I; € d; from I;, determine the range of passages con-
taining I;.
iii. Update the partial similarity of each passage.

4. Initialise a min-heap h of size k, for top-scoring passages.
5. For each passage accumulator a, in A,:

(a) Add a, to h if a, is sufficiently large.
(b) Rebuild h.

6. Retrieve the £ documents containing the top passages.

7. Destroy Ap.

Figure 5: Term-order or TO processing for passage ranking.

from a document. That is, any word in a document, other than words too close to the end, can be
the start of a passage. Passage lengths of 150-500 words consistently give good effectiveness, for
the task of using highly ranked passages to identify relevant documents [17]. (Passage ranking can
of course be used for identification of passages themselves, but measurement of effectiveness for
this task is not supported by the standard test collections.) Also, with fixed-size passages there
is no need for document length normalisation, since each passage has the same number of terms
and similar cosine-based length.

A naive implementation of passage ranking would be expensive, primarily because the number
of distinct items to be ranked is so large. Potentially there are many distinct passages containing
each occurrence of each query term anywhere in the database, that is, each term occurrence is in
many passages. As a consequence, with TO processing vast numbers of partial similarities need
to be maintained, and even within a single document hundreds of passages must be considered.
Yet to some degree this cost appears to be unavoidable: if passages do not overlap effectiveness
declines [17].

However, as we show with careful algorithm design both TO and DO processing strategies
can be used in practice for passage ranking. We now describe our proposals for applying these
strategies to passage ranking.

Term-ordered passage query evaluation

Passage ranking with TO processing is similar in outline to TO document ranking; in the descrip-
tion below we focus on the differences between the two cases. We assume that a full word-position
index is used, that is, that each inverted list contains, in addition to document identifiers, the
ordinal location of each word in each document. Word-position indexes are the norm in practical
information retrieval systems, which must support features such as proximity queries and query-
term highlighting in addition to conventional ranking. An elementary algorithm for TO processing
for passage ranking is shown in detail in Figure 5. The costs are as follows.
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Ff,: Each inverted list is fetched fully before it is processed. The inverted lists are longer than
for document ranking since word positions are included, and thus larger buffers are needed.

PL,: The cost of index decompression is increased due to longer inverted lists.

Passages are not themselves indexed. Instead the word-level index is used to identify the
positions at which passages occur. Every query term occurrence contributes to multiple
passages. Calculation of frequencies for terms in passages is a little complex; for each
candidate passage covering each term occurrence it is necessary to determine how often
the term occurs in the passage.

Agoz Since terms in queries are processed one at a time, it is not possible to predict where the
best passage will occur. Thus each passage needs an accumulator, managed (naively) as a
large array with one element per distinct passage in the database, or as a dynamic structure
of accumulators for the passages that contain a query term.

The major cost in TO processing is maintenance of accumulators. For instance, in TREC 5
the number of passages is around 250 million. Clearly the requirement of one accumulator for
every passage is not sustainable, and even one accumulator per passage containing a query term
is unlikely to be tenable for a large collection. One way of reducing accumulator requirements is
to observe that neighbouring passages have identical similarity scores. Thus an accumulator for a
passage need only be created when a query term appears at the centre of it. This approach does
have a cost—additional processing to compute partial similarities for new passages that overlap
with existing ones, and temporary space for the locations of query terms that have been already
processed—and it is not obvious what data structures would be suitable.

Another way of reducing the set of accumulators is to apply a limit (such as 2% of the total
number of passages), thus allowing the use of skipping and giving new costs FT‘?OS, PZEO g, and
Ago g as for document ranking with skipping. The expected gains from skipping are higher than
for document ranking since there are more units to be ranked.

Document-ordered passage query evaluation

Passage ranking with DO processing follows the same steps as for document ranking. DO passage
ranking is shown in detail in Figure 6. The costs are as follows.

FE,: As for document queries, but greater because inverted lists for passage ranking are longer
due to the inclusion of word position information.

PE,: As for document queries, but greater due to longer inverted lists.

Partial similarities are computed per passage, that is, every passage is evaluated fully before
the next one is considered.

Passage-based DO ranking differs from document-based DO ranking primarily in the processing
required within each document (step 5 of the algorithm), to identify the highly-ranked passages
within each document, in set L. After step 5(c) in Figure 6, L contains all the positions of the
query terms, ordered by their appearance in the current document being processed (deyrr). Step
5(d) is a linear process for computing similarities, which proceeds as follows. Starting with the
first entry in L, which determines the start of the initial passage, query term occurrences in L
are processed sequentially until an occurrence outside the current passage is found; at this stage
the passage similarity can be computed. Then, within-passage frequencies for query terms are
reinitialised and processing continues with the second entry in L, which determines the starting
point for the next passage. This process continues until all the entries in L are consumed.

The differences between DO and TO evaluation are more significant in passage ranking than
in document ranking. The costs for short queries using TO are expected to be higher than for
DO: the costs of DO evaluation are primarily affected by the number of terms in the query and
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1. Let @ be the set of unique terms in the query.

2. Create a min-heap H of size |Q| for the inverted lists, ordered by least document identifier
and least term position.

3. Create a min-heap h of size k for documents to be retrieved. At the end of the algorithm, h
will contain k& most highly ranked documents.

4. For each term ¢ in query @, initialise processing of inverted lists:

(a) Allocate memory for inverted list Iy, then fetch I;.
(b) Get the first entry from I; and add it to H as (¢, d, positions), where positions is a
list of term ¢ occurances in d.

5. While H is not empty, process inverted lists in document order:

(a) Let deyrr be the document identifier from the first entry in H.
(b) Create an empty occurrence list L, for occurrences of terms in deypr-
(¢) While deyyrr is same document d as in the next entry (¢, d, positions) in H:

i. For each position z of ¢ in positions, add (t,d,z) to L and rebuild H.
ii. Remove (t,d, positions) from H.
iii. Get the next entry from I; and add it to H.
iv. Restore heap properties for H (as in step 4(b) above).

(d) Process L to evaluate the similarities of all passages in dey that have non-zero
similarity with @, keeping track of only the most similar passage in deyrr (dp).

(e) Add d, to h.

6. Convert h to a max-heap.

7. Retrieve the top k documents.

Figure 6: Document-order or DO processing for passage ranking.

inverted list length, while collection size has direct impact on TO, since accumulator space is linear
in collection size.

Also, DO ranking allows a significant optimisation: as all terms are considered at once, at
most one passage need be considered for each occurrence of each query term. In contrast, with
TO processing it is not known which passage will have the highest score until all query terms
have been considered, so it is necessary to keep partial similarities for all likely passages. For
the task of using passages to identify relevant documents, only the highest passage score in each
document need be kept, but this does not lead to large cost savings. Nonetheless, the cost of DO
passage ranking is expected to be greater than that of DO document ranking, because each term
occurrence is considered individually.

Boundary restriction

In the discussion above we assumed that a passage could start at any word in a document, as our
earlier experiments showed that this flexibility was necessary for passage retrieval to be robust [17].
However, it is also apparent that it leads to unacceptable costs. On the other hand, the economical
solution of prohibiting passages from overlapping can significantly degrade effectiveness.

An intermediate solution that reduces costs without significant impact on effectiveness is to
restrict passage boundaries to starting only at multiples of W words. (An alternative is to define
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Figure 7: Passage ranking: Average elapsed time for TO, TOS with 250k accumulators, TOS with
50k accumulators, and DO query evaluation for fixed-length overlapping passages of 150 words,
on TREC-5 data. Each “k” figure represents '000s of accumulators.

passage boundaries in relation to the position of query terms, as in the work of Callan [7], a
solution that is similar in principle but requires different underlying structures.) Allowing passages
to start only every W words reduces the number of accumulators by a factor of W. Our previous
experiments [17] show that for small W (say 25), and passages of 100 words or more, retrieval
effectiveness is not significantly degraded.

When passages are restricted to start at multiples of W, the index can reflect this by indexing
W-word units. Each small segment can be indexed independently and be treated as segment
identifier and word-frequency pair, slightly simplifying query evaluation. If W is small, most
frequencies are one, potentially allowing omission of frequencies altogether. Alternatively, word-
level indexes can be used for passages that start every W words, at the expense of slightly longer
inverted lists and slightly more complex processing but allowing other query types such as Boolean
queries and word pairs. In the experiments below we have used indexes of 25-word segments,
because doing so allowed easier development of the test software. In practice, assuming that only
passages at W-word intervals are to be considered, we are confident that neither index type is
likely to be significantly superior.

6 Experiments with passage retrieval

We have experimentally compared TO, TOS, and DO processing for passage retrieval, for passages
commencing at 25-word intervals. The passage lengths investigated were 150 words and 300 words,
which are effective in the TREC environment given enough accumulators [17].

Evaluation times for varying length queries are shown in Figure 7. For short queries, DO
processing is fastest; as discussed above, the simultaneous processing of terms in DO means that
fewer passages need be considered. DO performance degrades rapidly as query length increases,
displaying superlinear increase; this superlinear component is more significant than for document
ranking because the distribution of term occurrences is more skewed towards common terms than
is the distribution of in-document frequencies. In contrast, the slope for both skipped and non-
skipped TO evaluation is linear. The overhead for short queries in TO is due to initialisation and
final processing of accumulator structures. As for document retrieval, TOS is faster than TO, and
reduction in the number of accumulators leads to a significant time saving; in the higher line there
are 250,000 accumulators, or 2% of the number of passages; in the lower line there are 50,000
accumulators.

17



Table 2: Average per-query memory requirements for retrieval of 150-word passages, on TREC-5
data. Each “k” figure represents ’000s of accumulators.

Accums Bulffers for Other Total No. of
(Mb)  inv. lists (Mb)  (Mb) (Mb) accums
TO 48.03 0.50 — 48.53 12,591,947
TOS, 250k 6.07 0.65 — 6.72 299,298
TOS, 50k 2.63 0.61 — 3.24 74,135
DO — 3.48 0.29 3.77 —

The rapid increase in TOS processing costs for short queries is due to the initial stage when
new accumulators are created. As the number of query terms increases, so does the number of
new accumulators. Once accumulator space is exhausted and inverted list entries that do not
correspond to existing accumulators are skipped, times rise only slowly. However, DO processing
remains an attractive option for short queries. Increasing passage size to 300 words does not
change costs significantly for DO or TOS, but TO evaluation becomes more expensive since there
are twice as many accumulators accessed for each document and twice as many overall.

Speed is not the only factor that distinguishes the techniques; memory consumption is also
important. DO and TOS processing use less memory than TO, as shown in Table 2. Full queries
have been used to record these results—shorter queries would reduce memory requirements for DO
more sharply than for the other methods. The “Other” column in Table 2 shows the additional
memory required to perform ranking not present in other methods; structures that are common
between all algorithms, such as the dictionary, are not recorded. The accumulator space for TO
processing is huge. Even with TOS and 250,000 accumulators, around 6 Mb on average is required
for these queries averaging 30 terms. (Note that the projected number of accumulators is a target
only, and can be exceeded in individual queries because the decision to turn off accumulator
creation mode is only made between processing of individual inverted lists, not during processing
of individual lists.) The use of 6 Mb for a 2 Gb collection may well be too expensive in a multi-user
environment. DO processing is efficient in accumulators but requires more buffer space for lists.

The optimisations presented so far have been designed to decrease response time and reduce
memory requirements, but, as system resources are reduced, retrieval effectiveness is expected to
degrade. The optimisations have been intended to maintain good effectiveness: results for retrieval
effectiveness are shown in Table 3. The data used is the TREC 5 collection as before, and the
query set is the full version of the 50 queries. The first row shows the best results achieved using
document retrieval based on the best passage, with standard TO processing. As the number of
possible accumulators is reduced, the overall retrieval effectiveness degrades. However, TOS with
250,000 accumulators is almost as effective as standard TO processing, and indeed achieves higher
precision for small numbers of documents retrieved, and it is unlikely that increasing the number of
accumulators to be greater than 2% of the total number of documents would significantly improve
effectiveness. Overall, all methods have similar precision for retrieval of up to 20 documents, the
commonest retrieval task in practice. Moreover, by comparison with Table 1 it can be seen that
effectiveness in each case is at least as good—and for precision over the first few documents, much
better—than is obtained with whole-document ranking.

The effectiveness of 150-word passage ranking and document ranking is compared in Figure 8,
over a range of query lengths. In this experiment, we used TO processing for documents, with
and without pivoted length normalisation [28], and passages; and used, of the original query set,
the 21 queries that had at least 30 terms, to ensure that the average effectiveness at each query
length is measured over the same query set. This experiment demonstrates that restricting the
number of query terms—potentially a worthwhile heuristic for reducing evaluating costs—degrades
effectiveness. Even at 30 terms, none of these methods is yet close to the average effectiveness
over all query terms, of 0.2239 for cosine, 0.2245 for pivoting, and 0.2441 for passages. (Note that
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Table 3: Retrieval effectiveness for 150-word passages, on TREC-5 data. Each “k” figure represents
’000s of accumulators. Percentage changes in average precision are shown as “deltas” (%A), taking
TO or DO effectiveness with passages as a baseline.

Recall Precision at N documents Avg. %A

) 10 20 prec.
TO 49.4 0.4640 0.3860  0.3210 0.2081 0.0
TOS, 250k  44.2 0.4800 0.3860 0.3160 0.2022 -2.8
TOS, 50k 37.0 0.4560 0.3720  0.3000 0.1849 —11.0
DO 49.4 0.4640 0.3860  0.3210 0.2081 0.0

Average precision

— — — - Passage ranking

------ Pivoted document ranking

Cosine document ranking

0.0

A A E A
5 10 15 20 25 30

Number of query terms

Figure 8: Effectiveness for document ranking and 150-word passage ranking on TREC-5 data,
averaged over the 21 queries with 30 terms or more. Effectiveness for smaller numbers of query
terms is determined by taking the first terms from the query.

these results are over a smaller query set than that used elsewhere in the paper, and with different
average characteristics, so that as has happened here different average performance is likely to be
observed.)

7 Combined DO and TOS evaluation

DO processing is efficient for short queries; TOS is efficient for long queries. We have therefore
explored an optimisation that takes advantage of the properties of both processing methods.

In standard TOS query evaluation, processing consists of two stages: in the first, rare query
terms are used to identify candidate passages; in the second, no new passages are identified,
but the similarities of existing passages are updated. The first stage of TOS processing, which
we have seen to be relatively expensive, can be replaced by a modified form of DO processing.
In this DO-TOS strategy, DO processing on the rare query terms is used to identify candidate
passages and TOS processing on the remaining query terms is used to refine the similarities of
these passages. DO-TOS processing is shown in Figure 9; we omit the details of DO processing
and TOS processing as these have already been discussed. Note that TOS processing is based on
sequential processing of accumulators rather than of inverted lists, thus allowing skipping.

The DO-TOS approach is different from standard TOS processing in several ways, in particular
because the set of terms to be used for identifying potential passages needs to be selected in
advance, since their inverted lists are processed in parallel; in contrast, in TOS it is possible to
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1. Let @ be the set of unique terms in the query.
2. Let Qpo be a subset of @, of terms selected for first-stage DO processing.
3. DO stage:

(a) For each t in Qpo: perform steps 4(a) and 4(b) from Figure 6.
(b) Perform Step 5 from Figure 6, but keep all passages, not just the best for each
document.
4. Let Qros be the remaining terms from @, that is, Q@ — Qpo-
5. TOS stage:

(a) Let A, be the set of accumlators for passages obtained by DO processing.
(b) For each t in Qros:

i. Seek to and fetch inverted list I;.

ii. For each accumulator in A, extract the frequency of ¢ from I;, updating A,
and consuming ;.

Figure 9: DO-TOS processing for passage ranking.

move to the second stage at any time. Also, DO-TOS allows use of heuristics that have the
potential to reduce costs without serious impact on effectiveness. For example, in the DO stage,
instead of recording every passage in which any of the rare query terms occur, only the best
passages in each document need be kept. Since high-ranking passages are likely to contain several
occurrences of rare query terms, passages that are less promising can be discarded. An efficient
way of implementing a strategy of this kind is to keep only the passages whose first word is a
query term occurrence. Such a strategy may have some impact on effectiveness, but does yield
faster evaluation. More sophisticated strategies, using for example the density of query term
occurrences, would also be possible, but we have not experimented with them. Without such
heuristics, DO-TOS is likely to be little faster than pure TOS processing.

In the DO-TOS approach a set of terms needs to be selected before DO evaluation begins.
These terms identify the set of passages to be fully evaluated in the second stage of ranking. Since
passages are shorter than documents, most of the similarity contribution is likely to be made by
highly weighted terms. These terms lead to efficient DO evaluation since they are likely to have
short inverted lists. Thus the size of this term set has a direct impact on the number of passages
being ranked, affecting both efficiency and effectiveness.

We suggest that selection of terms for the first stage be guided by memory available for inverted
lists. This size is likely to be smaller than the peak usage of TOS processing for inverted lists. For
short queries, which are likely to include specific terms, any moderate buffer limit for inverted lists
will accommodate an entire query. For longer queries, however, there is a trade-off between buffer
size and the number of accumulators. For TREC, inverted lists of rare query terms occupy a few
tens of kilobytes. A buffer space of a few hundred kilobytes should provide a good balance between
buffer space for multiple inverted lists, reduced computation costs in DO stage, and overall retrieval
effectiveness. Preliminary experiments showed that buffer space of around 250 Kb is acceptable
for our data.

Figure 10 compares DO-TOS processing with the other passage ranking algorithms. In these
experiments, a buffer of 250 Kb was used during the DO stage. For all query lengths, DO-TOS
proved to be more efficient than TOS. For very short queries, DO-TOS and DO are equally efficient,
but the benefits of skipping start to show as the algorithm moves to the TOS stage, when existing
accumulators are only updated.

A further refinement is to explicitly limit the number of accumulators generated during the
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Figure 10: Passage ranking: Average elapsed time for DO-TOS evaluation for passages of 150
words, on TREC-5 data. Each “k” figure represents ’000s of accumulators.

Table 4: Average per-query memory requirements for retrieval of 150-word passages with combined
DO-TOS processing, on TREC-5 data. Each “k” figure represents '000s of accumulators.

Accums Buffers for Other Total No. of

(Mb)  inv. lists (Mb)  (Mb) (Mb) accums

DO-TOS 2.26 0.50 0.29 3.05 148,193
DO-TOS, 50k 0.76 0.50 0.29 1.55 50,000
DO-TOS, 25k 0.38 0.50 0.29 1.17 25,000

DO stage of evaluation, by creating a fixed-size heap and inserting passage accumulators into the
heap as documents are processed. Elapsed times for this strategy, for limits of 25,000 and 50,000
accumulators, are shown in Figure 11. Memory requirements are shown in Table 4 and average-
precision figures are shown in Table 5. Limiting accumulators reduces memory consumption
but degrades retrieval effectiveness and increases processing time. DO-TOS, with or without
limited accumulators, is less effective than the other techniques, but is significantly faster and
more memory efficient. Note that 25,000 accumulators under DO-TOS occupy about the space
needed for 10,000 accumulators under TOS, since for DO-TOS they are kept in an array rather
than a dynamic structure such as a hash table.

Overall, a typical short query that required 0.5 seconds for document ranking can be evaluated
in less than 2 seconds for passage ranking, even though the number of units to be ranked is
twenty-five times greater. Likewise, a longer query that required 1.5 seconds for TOS document
ranking can, with DO-TOS, be evaluated against passages in 6 seconds or so. These times are a
considerable improvement on DO and TOS, which required 25 and 15 seconds respectively on a
longer query, and show that passage ranking is indeed practical on a desktop machine.

It is interesting to note the differences between TOS with 50,000 accumulators and DO-TOS
with 50,000 accumulators. As implemented here, with pure TOS evaluation more passages are
generated per document, and fewer of the query terms have the opportunity to create a passage;
with DO-TOS, any of the rare query terms can initiate creation of a passage. Comparing Tables 3
and 5, this strategy appears to lead to slightly greater effectiveness.

For whole-document ranking, DO-TOS processing is unlikely to yield significant performance
improvements compared to TOS processing. One of the main advantages of DO-TOS passage
ranking is that in the DO stage the in-document computation is somewhat simplified, with only
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Figure 11: Passage ranking: Average elapsed time for DO-TOS query evaluation for passages
of 150 words and limited accumulators, on TREC-5 data. Each “k” figure represents ’000s of
accumulators.

Table 5: Retrieval effectiveness for 150-word passages with combined DO-TOS processing, on
TREC-5 data. Each “k” figure represents ’000s of accumulators. Percentage changes in average
precision are shown as “deltas” (%A), taking TO or DO effectiveness with passages as a baseline.

Recall Precision at N documents Avg. %A

) 10 20 prec.
TO or DO 49.5 0.4640 0.3860 0.3210 0.2081 0.0
DO-TOS 45.1 0.4680 0.3800  0.3040 0.1988 —4.5
DO-TOS, 50k  42.6 0.4600 0.3700  0.2970 0.1949 -6.3
DO-TOS, 25k 41.7 0.4400 0.3560  0.2880 0.1924 —-7.5

one passage considered for each query term occurrence. It is this simplification—for which there
is no equivalent in document ranking—that yields the increase in speed.

8 Frequency sorting for passage retrieval

Frequency-sorting is effective for whole-document ranking because each entry in each inverted list
refers to a single unit of text to be ranked, and overall is the most efficient document ranking
technique. In contrast, for passage ranking each entry pertains to multiple passages, and the
in-passage frequency of a word can be different for each passage. Direct application of frequency-
sorting to passage ranking would require an inverted list entry per passage, greatly increasing
index storage requirements; and, since the distribution of in-passage frequencies is much narrower
than the distribution of in-document frequencies, the benefit is likely to be limited. However, the
strength of frequency-sorting for whole-document ranking means that it is worth investigating for
passages.

We have explored a variation on frequency sorting that has the potential to provide some
efficiency gains for passage retrieval. Heuristically, it is reasonable to suppose that documents in
which a rare term is frequent will have passages in which the term is frequent. On this basis, an
index that is frequency-sorted according to within-document frequency may yield efficiency gains,
as the documents at the start of each inverted list should contain the best passages.

A possible query evaluation strategy is then as follows: fetch the document information for
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the document with the highest partial similarity (determined by term weight and in-document
frequency); extract per-passage information for that term from the document; and update the
accumulators of each of these passages.

An alternative is to strictly process information in order of decreasing partial passage similarity.
At each stage, we know the weight of each term and its frequency in the next document containing
that term. We can also keep a heap of unprocessed passage information, ordered by decreasing
partial similarity. The frequency of the term in the next document is an upper bound on that
term’s in-passage frequency for any remaining passage. We can then fetch the next document
entry from the inverted list for that term, extract all passage information for that term, find the
actual in-passage frequencies, and use these to compute partial passage similarities for that term.
The partial similarities that exceed those in the heap, or those that may be found by processing
further inverted list information (hence the use of the upper bound determined by in-document
frequency), can be immediately used to update accumulators. The remaining partial similarities
can be added to the heap.

We have explored these strategies for our data but neither appears likely to be effective. First,
the correlation between in-document frequency and in-passage frequency within the document is
fairly weak. Second, the distribution of in-passage frequencies is narrow, so the per-passage partial
similarities are not discriminating. In both strategies the bulk of the inverted list information still
has to be processed—so that query evaluation is less efficient than with skipping—and large
numbers of accumulators must be maintained.

9 Conclusions

Passage retrieval is useful for collections of documents that are of varying length or are simply
very long, and for text collections in which there are no clear divisions into individual documents.
The more effective passage retrieval techniques require that large number of individual entities be
considered for ranking at query evaluation time; in this paper we have shown that such passage
ranking of large collections of documents is feasible on ordinary hardware.

Our exploration of efficient passage ranking has required that we take a fresh look at the query
evaluation techniques used for document ranking. We have shown that, assuming inverted lists
are fetched in full and buffered until needed, that document-ordered and skipped term-ordered
document ranking are about equally efficient for queries of a couple of terms but that skipped
evaluation is much more efficient for longer queries. Both skipped evaluation and document-
ordered evaluation can run in strict space limits; however, overly strict limits are likely to cause
document-ordered evaluation to thrash, while, as space is reduced, skipped evaluation becomes
faster but less effective. These trade-offs gradually change as collection size grows, but, even with
an artificial collection of around 7.7 million small documents, document-ordered processing is only
more efficient for queries of a few words or less.

For passage ranking, however, different trade-offs emerge. Document-ordered passage ranking
is somewhat simpler than term-ordered passage ranking, allowing considerable efficiency gains for
short queries. On the other hand, for long queries the cost of document-ordered ranking grows
rapidly. Our results show that for short queries document-ordered ranking is clearly preferable,
given the reduced processing cost and the ability with this method to smoothly reduce the space
requirements. For both evaluation methods we have proposed substantial revisions to the standard
query evaluation algorithms, to allow efficient processing of overlapping passages.

These results suggested a new “DO-TOS” processing method, combining the advantages of
document-ordered and term-ordered processing. The former is applied to information about rare
terms to identify likely passages; the latter is used to complete the scoring of these passages using
information about common terms. We have shown experimentally that this new technique is
efficient for all query lengths; is as fast or faster than document-ordered or term-ordered processing
and requires less memory, although it is not quite as effective; like skipped evaluation, becomes
faster but less effective as buffer size is reduced; and, given its low resource requirements and good
asymptotic characteristics, should scale well. On our test collections passage ranking requires
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only a four-fold increase in evaluation time compared to ranking documents with comparable
algorithms (but note that other, faster ranking techniques such as frequency ordering can be used
for documents but not for passages). Overall, passage ranking is practical on a desktop machine,
with limited-memory evaluation of typical short queries on a 2 Gb collection taking only around
one second.

While we have described these techniques in terms of their impact on effectiveness, they can
also be viewed in terms of more traditional query evaluation constraints such as available buffer
space. All the major methods we have described—skipped term-ordered evaluation, document-
ordered evaluation, and the DO-TOS combination of these—can be tuned to available system
resources. Within limits, this tuning only marginally degrades retrieval effectiveness.
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