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1. INTRODUCTION

Federated information retrieval (FIR) systems provide a single portal or broker
to multiple search engines, or collections. Compared to the centralized systems,
in which there is a single monolithic index of all documents, FIR systems can
search the hidden Web, and can return the locally indexed Web pages without
consuming costly resources for crawling. However, FIR systems are typically
less effective than systems with centralized indexes, as they do not have access
to the complete data and term statistics, and can potentially consume more
resources at query time.

In FIR, each query is sent to several of the collections; the returned answers
are then collated or merged into a single result list [Callan et al. 1995; Kirsch
2003; Si and Callan 2003c]. As a preliminary step, the broker must determine
which subset of the collections each query must be sent to, via collection
selection [Callan et al. 1995; Gravano et al. 1999; Fuhr 1999; Si and Callan
2003b, 2004, 2005].

In cooperative environments, collections provide broad information about
their documents to the broker, which can use this information for collection
selection and result merging. However, on the Web many collections are un-
cooperative. That is, they do not share their index statistics with the bro-
ker. In this scenario, the broker can sample a limited number of documents
from each collection to approximate its corpus statistics [Callan and Connell
2001].

Three key problems must be solved to provide successful FIR: collection rep-
resentation, collection selection, and result merging. In this article, we focus
on the third problem—result merging (Figure 1). Current FIR result merg-
ing methods are either designed for cooperative environments [Callan et al.
1995; Kirsch 2003], or assume that collections return their document scores to
the broker[Si and Callan 2003c]. As we discuss, these methods use document
ranks or unreliable pseudoscores in the absence of document scores. In most
practical situations where document scores are not available, these methods
produce poor results.

We propose a novel approach to result merging for uncooperative environ-
ments, which does not require document scores to be published by collections.
In our sample-agglomerate fitting estimate (SAFE) method, the query is run
on the collection of sampled documents as well as broadcast to some of the
original collections. The known scores on the samples, which are based on
partial global statistics, are used to interpolate scores for the documents re-
turned in response to the query from each collection. The success of the method
is due to the fact that the scores for the sampled documents can provide
fairly tight bounds and accurate estimates for the scores of the returned doc-
uments, even if there is no overlap, that is, none of the answers were in the
sample.

Using experiments on a range of collections, we show that SAFE can out-
perform the principal alternatives. Though there are exceptions, in most cases
SAFE is the better method.
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Fig. 1. Result merging process; selected collections return their top-ranked answers to the broker.
The broker then merges those documents and returns them in a single list to the user.

2. RESULT MERGING

The goal of result merging algorithms is to calculate a global score for each doc-
ument that is comparable to the scores of documents returned by other collec-
tions. Collections may use differing retrieval models and have different lexicon
statistics. Thus, the document scores or ranks returned by multiple collections
are not directly comparable and are not necessarily reliable for merging.

FIR merging, metasearch merging (collection fusion), and data fusion are
similar but not identical concepts. In data fusion, different ranking functions
are applied to the same collection [Aslam and Montague 2001; Aslam et al.
2003; Croft 2000; Fox and Shaw 1993; Lee 1997; Lillis et al. 2006; Oztekin et al.
2002; Wu and McClean 2006; Ng 1998; Vogt and Cottrell 1999; Vogt 1999]. In
metasearch, the query is sent to multiple search engines [Dreilinger and Howe
1997; Glover et al. 1999; Lawrence and Giles 1998; Selberg and Etzioni 1995,
1997]. Assuming that the search engines have indexed the same collection (the
Web), metasearch merge can be considered as a form of data fusion. Metasearch
and FIR are not equivalent.

Some authors define metasearch more broadly, as a unified search interface that
queries multiple resources that may or may not overlap. This broader definition
subsumes what we call metasearch and some aspects of [federated] information
retrieval, although it usually assumes that all available resources are searched
(i.e., no resource selection) [Si and Callan 2003c, page 459 (footnote)].

Moreover, current FIR algorithms use the sampled documents in collection
representation sets for result merging. Metasearch engines, on the other hand,
rely on the scores and the ranks of returned answers from search engines rather
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than on sampled documents. We use the terminology as follows:

—In data fusion algorithms, different retrieval models are used on a single
collection. Results returned by different models are merged to produce the
final list. There is no form of collection selection or collection representation.
The returned results from different models may wholly overlap as they are
returned from the same collection.

—In metasearch merging, the results of different search engines for a query
are merged. The broker may perform collection selection—usually according
to the previous queries—or may simply send the queries to all collections.
The results returned from different search engines may overlap although the
indexes are substantially different. Usually, the advantage of metasearch is
based on significant overlap. If the rate of overlap is low, effectiveness is also
low [Wu and McClean 2007].

—In FIR merging, it is assumed that the rate of overlap among collections is ei-
ther none or negligible. Collections are selected according to the similarities
of their representation sets to the query. In uncooperative FIR environments,
collection representation sets consist of sampled documents that are down-
loaded from collections and may also be used by merging algorithms.1

In this article, we focus on FIR merging.

2.1 FIR Merging

While collection selection and collection representation have seen relatively
wide investigation in FIR, only a few approaches to result merging have been
explored.

2.1.1 CORI Merging. In CORI merging [Callan et al. 1995], the global
score DG of a document returned by a collection (c) is computed based on its
normalized document score (D′) and collection score (C′). D′ is the collection-
specific weight of d that is returned by (c), and C′ is the weight of c calculated
by the broker.

C′ = (C − Cmin)
(Cmax − Cmin)

, (1)

D′ = (D − Dc
min)

(Dc
max − Dc

min)
, (2)

DG = D′ + 0.4 × D′ × C′

1.4
. (3)

Cmin and Cmax are, respectively, the minimum and maximum weights assigned
to collections by the broker in the collection selection stage. Dc

min and Dc
max are

1 We have recently investigated the performance of FIR methods on overlapped collections
[Bernstein et al. 2006; Shokouhi and Zobel 2007; Shokouhi et al. 2007]. In this study however,
we follow the assumption of disjoint collections to make our results comparable with previous
work.
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the minimum and maximum document scores reported by collection c. C and
D are, respectively, the collection and document scores before normalization.
Normalization parameters 0.4 and 1.4 have been suggested in the literature to
keep document scores between zero and one [Callan 2000; Callan et al. 1995;
Si and Callan 2003c]. CORI normalizes both collection and document scores.
Larkey et al. [2000] showed that when both collection and document scores are
normalized, the performance is better than scenarios in which only one of those
scores is normalized.

2.1.2 SSL Single-Model. SSL [Si and Callan 2002, 2003c] is a semisuper-
vised learning method that trains a regression model for each collection that
maps document scores into their global scores. SSL creates a central index of
all sample documents downloaded from collections. For a given query, some of
the returned documents by collections may be already available in the central
sample index. SSL compares the weights of such documents in the central in-
dex with the scores reported by collections to approximate the global scores of
documents.

When collections use an identical retrieval model, SSL can use all of the
overlap documents to train a single model that converts the collection-specific
scores into global scores. In such a scenario—which we refer to as SSL single-
model—for an overlap document di, j returned from a selected collection ci, SSL
uses two scores: the score reported by the original collection (Di, j ) and the
weight computed using the central sample-based index (Ei, j ).⎡

⎢⎢⎣
D1,1 C1 D1,1
D1,2 C1 D1,2
. . . . . . . . .

Dn,m CnDn,m

⎤
⎥⎥⎦ × [a b] =

⎡
⎢⎢⎣

E1,1
E1,2
. . .

En,m

⎤
⎥⎥⎦ . (4)

Using the Di, j and Ei, j values of all overlap documents, SSL trains a single
regression model as below2:

DG = a × Ei, j + b × Ei, j × Ci, (5)

where Ci is the weight of collection ci that has returned document di, j . The
combining parameters a and b can be estimated using a sufficient number of
overlap documents. Si and Callan [2003c] suggested that at least three overlap
documents are required for training the SSL models. More details about the
SSL regression model can be found elsewhere [Si and Callan 2002, 2003c].

2.1.3 SSL Multimodel. When the retrieval models used in collections are
not identical, SSL cannot train a single model that converts the outputs of
all collections into global scores. The scores returned by collections may have
different ranges. For example, KL-divergence language modeling [Lafferty and
Zhai 2001] produces negative weights while INQUERY [Callan et al. 1997]
produces positive weights between zero and one. Therefore, for each collection

2In a recent study, Paltoglou et al. [2007] have shown that, in the absence of document scores, using
logistic functions instead of linear regressions may lead to slightly better results.
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a separate model is trained that maps the collection scores to global values as
below:

DG = ai × Ei, j + bi. (6)

For a given document di, j from collection ci, DG is the estimated global score
and Ei, j is the score of di, j reported by collection ci. The values for ai and bi can
be obtained by training a regression matrix for each collection as follows:⎡

⎢⎢⎣
D1,1 1
D1,2 1
. . . 1

Dn,m 1

⎤
⎥⎥⎦ × [ai bi] =

⎡
⎢⎢⎣

E1,1
E1,2
. . .

En,m

⎤
⎥⎥⎦ . (7)

We refer to this technique as SSL multimodel in this article. Since a separate
model is trained for each collection according to its returned answers, the like-
lihood of visiting an overlap document in the downloaded samples (training
data) is lower than under SSL single-model. Therefore, the broker may need to
receive longer result lists from collections or download some documents on the
fly [Si and Callan 2003c]. Otherwise, SSL converts to CORI, which has been
found to be a less effective method for merging [Si and Callan 2002, 2003c].

When document scores are absent, CORI and SSL assign pseudoscores to the
returned answers [Si and Callan 2003c]. For example, when 1000 documents
are returned from a collection, the score of the first-ranked document is set to 1,
the next is set to 0.999, and so on. Rasolofo et al. [2003] also suggested the same
strategy for computing the pseudoscores of documents when the scores are not
available. However, the importance of answers might not be linearly compa-
rable; typically, a few documents achieve high weight while most documents
get negligible weight. As we show later, pseudoscores assigned in this way are
not always effective. In addition, a user study [Joachims et al. 2005] suggested
that, from the user’s perspective, the importance of an answer does not have a
linear correlation with its rank. A few top-ranked documents were found to be
much more important than the others.

2.1.4 Other FIR Merging Methods. In the STARTS protocol [Gravano et al.
1997], collections return the term frequency, document frequency, term weight,
and document weight information of each returned answer to the broker. Kirsch
[2003] suggested that each collection should return the term frequencies, docu-
ment frequencies, and the total number of indexed documents to the broker. In
such methods, documents are merged according to their calculated similarities
based on the received statistics by the broker.

As in CORI, Rasolofo et al. [2001] calculated the final score of a document by
multiplying the document weight and collection score parameters. The docu-
ment score in their approach is reported by its original collection. The collection
score in their method is calculated according to the number of documents that
are returned by each collection for the submitted query. This is based on a ques-
tionable assumption that collections returning a greater number of results for a
query are more likely to contain relevant documents. Since their merging algo-
rithm does not require collection statistics or representation sets, it is suitable
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for both FIR and metasearch experiments. The same approach has been used
by Abbaci et al. [2002] for merging.

Craswell et al. [1999] suggested that the broker can perform an effective
merging by partially downloading the top returned documents (say the first
4 kB of each document) and using a reference index for the term statistics.
They showed that the effectiveness of their approach is comparable to that of a
merging scenario where documents are downloaded completely and the actual
term statistics are used.

Xu and Croft [1999] applied a version of INQUERY [Callan et al. 1997]
that uses the global inverse document frequency values to calculate the fi-
nal score of each document for merging. The basic requirement for this ap-
proach is that collections provide the broker with the document frequency of
each term in their index. This requires a significant exchange of information
between collections and the broker, and is also only applicable to cooperative
environments.

Wang and DeWitt [2004] used the PageRank of each returned answer for
merging. In their approach, the final PageRank of a page d returned by a se-
lected collection c is computed according to the estimated ServerRank of c and
the computed LocalRank of d inside c. For calculating the values for d and c,
the link information of all pages in collections is required.

2.1.5 Summary. In typical FIR experiments, it is usually assumed that
collections do not overlap, and that snippets with the answers are not consid-
ered [Callan 2000; Callan and Connell 2001; Callan et al. 1995, 1999; Craswell
et al. 2000; D’Souza and Thom 1999; D’Souza et al. 2004; French et al. 1999;
Gravano and Garcia-Molina 1995; Gravano et al. 1994a, 1994b, 1999, 2003;
Ipeirotis and Gravano 2004; Lu and Callan 2002; Nottelmann and Fuhr 2003;
Ogilvie and Callan 2001; Paltoglou et al. 2007; Powell and French 2003; Rasolofo
et al. 2001; Si et al. 2002; Si and Callan 2002, 2003a, 2003b, 2003c, 2004, 2005;
Xu and Callan 1998; Xu and Croft 1999; Zobel 1997]. Current FIR merging al-
gorithms make assumptions that are not always valid or realistic. For example,
SSL assumes that collections return long results lists—say 1000 answers—for
each query and there are overlap documents in the collection samples and the
returned results. When overlap documents are not available, such methods as-
sume that the broker downloads a few documents on the fly to obtain a sufficient
number of overlaps. Our approach, described in the next section, is designed to
address these shortcomings.

3. UNCOOPERATIVE RESULT MERGING

In uncooperative environments, each collection is assumed to return only a list
of documents, without similarity scores or other such information. However, not
only does the information available in samples taken from these collections al-
low estimation of those scores, but the estimates should be comparable between
collections, allowing accurate result merging.

In uncooperative environments, collection summaries can be provided by the
query-based sampling technique [Callan et al. 1999]. In query-based sampling,
an initial query is selected—from a list of common frequent terms [Callan and
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Fig. 2. A typical federated search system with three collections. Collection summaries are provided
by sampling.

Connell 2001] or from the search interface of uncooperative collections [Hedley
et al. 2004a, 2004b]—and is submitted to the collection. A few of the documents
returned for the initial query are downloaded. The next query is selected from
the text of the downloaded documents, and the process repeats. The sampling
stops once a sufficient number of documents have been downloaded from each
collection.

SSL [Si and Callan 2003c], which was outlined above, applies a semisu-
pervised learning approach to estimate the scores of documents returned by
collections. For each query, the weights of documents in collection samples are
obtained by a similarity measure such as INQUERY [Callan et al. 1997]. If some
of the documents returned by a collection are already sampled, their weights
in the sample can be used to estimate the scores of other returned documents
from that collection. The major drawback of SSL is that it cannot approximate
the scores in the absence of overlap documents, a problem that becomes more
acute when collections only return a few answers in their result lists and the
likelihood of observing an overlap document is low. Thus, in an environment
such as the Web, where typically only 10–20 answers are returned from collec-
tions, the SSL method requires downloading documents on the fly, or it backs
off to less effective methods such as CORI [Callan et al. 1995].

Addressing such problems, we propose SAFE (sample-agglomerate fitting
estimate), designed to work with the minimum cooperation between the broker
and collections. SAFE uses the scores of all documents in the agglomeration of
all the collection samples, and generates a statistical fit to estimate scores. It
does not depend on the presence of overlap documents. SAFE is based on the
following principle: For a given query, the results of the sampled documents is
a subranking of the original collection, so curve fitting to the subranking can
be used to estimate the original scores.

For example, consider the federated search system in Figure 2 with three
collections. Collection summaries are generated by query-based sampling. As-
sume that θκ documents are sampled from collection cκ (say κ = yellow). We
run a query on these documents and apply a common similarity scheme such
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Fig. 3. Uniform distribution of sampled documents from collections.

as INQUERY [Callan et al. 1997] to calculate their similarity scores. We use
the same similarity scheme to rank the documents in cκ . If there is no over-
lap in the results returned by cκ and the sampled documents, we can assume
that the returned answers were ranked immediately ahead of all documents
in the sample (we assume that all collections are running an effective weight-
ing scheme, by which we mean a retrieval model that ranks documents in the
order of their predicted relevance). As illustrated in Figure 3, we also assume
that the documents in a sample—which is intended to be a random selection of
documents from the collection—are uniformly distributed in the total ranking
from that collection.3 Therefore, the position (P) of a sampled document in the
original collection results can be estimated as

P = r × Ratio, where Ratio = |cκ |
|θκ | . (8)

Here, r is the document rank when the query is executed on the sample, and
|cκ | and |θκ | are, respectively, the number of documents in the collection cκ and

3The documents downloaded by query-based sampling may not be a good random sample of collec-
tions [Shokouhi et al. 2006b; Thomas and Hawking 2007]. Therefore, the distribution of sampled
documents is not likely to be uniform. This is due to different biases in the search engine retrieval
models or the query sets [Bar-Yossef and Gurevich 2006; Bharat and Broder 1998; Garcia et al.
2004; Thomas and Hawking 2007]. However, we show later that, although the assumption of ran-
domness is questionable, the accuracy of estimated scores is rather acceptable.
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Fig. 4. Using a mapping function to improve the fitness of regression equations. The left graph
shows the original data points. The y-axis represents the document scores and the x-axis denotes
the document ranks. The graph on the right shows the same data points after using the mapping
function f (). The mapped data points produce a fitter regression equation.

its sample.4 In uncooperative situations, the collection sizes are usually un-
known; SAFE estimates the size of each collection using the capture-history
method [Shokouhi et al. 2006b]. In capture-history, a number of (say 140) ran-
dom queries are sent to an uncooperative collection. The returned answers for
each query are compared with the previously visited documents returned by the
former queries. The size of collection is approximated based on the number of
queries and their previously visited answers. Although the overhead of capture-
history may not be small, to the best of our knowledge, it is currently one of the
most efficient size estimation methods [Shokouhi et al. 2006b; Xu et al. 2007].

Having the weights of θκ data points—say |θκ | = 300—of the original col-
lection results, we can approximate the weights of other documents by curve
fitting. In the presence of overlap documents, the P values are set according to
the correct ranks indicated by the original collection. If there is no overlap in the
results and the sampled documents, we assume that the returned answers were
ranked immediately ahead of all documents in the sample (effective search in
collections). For curve fitting, SAFE determines the relationship between the
weights of sampled documents and their estimated ranks in collections by lin-
ear regressions:

wd = m · f (r̂d ) + e, (9)

where, wd denotes the score of a sampled document d , and r̂d is its estimated
rank in the collection it has been sampled from. Parameters m (slope) and e (in-
tercept) are constant variables, and f () is a function for mapping the document
ranks into different distributions. The mapping function changes the distribu-
tion of data points, in order to generate a fitter regression equation. The fitter
the regression methods, the better they are for estimating the merging scores.
Figure 4 shows the impact of using a mapping function on the sample data
points. The y-axis represents the scores of documents sampled from a typical
collection c. The x-axis on the left graph shows the estimated ranks of sampled
documents in collection c. The right graph illustrates the same data points after

4A related estimation approach has been reported by Si and Callan [2004], but is applied to collec-
tion selection rather than result merging. Moreover, in their approach, documents must be down-
loaded from the collections to estimate the scores. Our SAFE method does not use any downloads
and calculates the scores according to the similarities of documents in the sample.
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Table I.

Name f (x) Model
LIN f (x) = x wd = m · r̂d + e
LOG f (x) = ln(x) wd = m′ · ln(r̂d ) + e′
SQRT f (x) = √

x wd = m′′ · √
r̂d + e′′

POW f (x) = 1
x wd = m′′′ · 1

r̂d
+ e′′′

HYB Hybrid model

applying the mapping function f () on the estimated ranks (x values). Using a
mapping function has clearly improved the fitness of regression curve in this
example. We show later that, if the mapping functions are chosen carefully,
they often lead to fitter regression curves. We use the following five variants of
f (), shown in Table I.

In experiments with the former four models, the merging scores are calcu-
lated based on the same regression model for all queries. Note that, in the LIN
model, the mapping function does not change the initial score distribution. For
the hybrid model (HYB), first, the goodness of curve-fitting for all models (LIN,
LOG, SQRT, and POW) is computed according to their R2 values [Gross 2003].
The model with the highest R2 value is then used for calculating the final
merging scores. Thus, the regression methods used for merging the results of
different queries might not be identical.

3.1 Calculating the Merging Scores

The estimated scores for result returned from multiple collections are not com-
parable because the lexicon statistics of collection summaries are different. A
major goal of result merging algorithms is, in effect, to calculate a global score
for each returned answer so that it is comparable with the other results. The
optimum ranking in FIR is expected to be similar to running the query on a
monolithic index.

By making a few modifications to our estimation algorithm, we can use it to
approximate the global scores of the collection results. The set of all samples
together creates a central index that can be considered as a somewhat biased
sample of the oracle global index. (The bias arises because the sample sizes
may not be proportional to the sizes of the original collections, and also because
query-based sampling does not produce random samples.) Therefore, the docu-
ment scores in this index are representative of the weights in the global index.

Instead of running the queries on each collection sample individually, we can
run the query on the aggregated index of all collection samples, and compute
the wd values in Equation (9) accordingly. We assume that the scores assigned
by the central index to the sampled documents are representative of the global
index scores. Using the estimation algorithm described above, we can approx-
imate the scores of the returned documents, as if they were originally located
in the central sample index. The scores calculated in this way are comparable
because they are estimated using an identical retrieval model and according to
the same lexicon statistics.

The only issue remaining is the number of data points required for train-
ing the regression equation. In situations where less than three documents are
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ranked from a sample (the other documents do not contain the query terms),
scores need to be approximated in another way. Joachims et al. [2005] re-
ported the amount of time users spend looking at the document snippets in
the search engine results. The curves reported by Joachims et al. [2005] follow
the power law distribution. In the absence of sufficient data points, we use the
distribution reported by them—as the eye fixation times—for different rank po-
sitions, and the weights of one or two available data points to approximate the
global scores. However, it is unlikely that there will be fewer than three data
points for a selected collection, as these collections are those whose sampled
documents are found to be most similar to the query in the collection selec-
tion stage. Recent collection selection methods such as ReDDE [Si and Callan
2003b] and CRCS [Shokouhi 2007] rank collections according to the rankings
of their sampled documents for queries. Hence, a collection selected by these
methods is likely to have at least a few documents with nonzero scores.

In summary, the SAFE merging method is as follows:

—First, the central sample index ranks the sampled documents from all collec-
tions using an effective weighting scheme.

—Second, for each collection, the estimated size—obtained by the capture-
history method [Shokouhi et al. 2006b]—is used to locate the position of the
sampled documents in the original answer list.

—Finally, the global weights of documents from each collection are approxi-
mated by curve fitting.

4. TEST BEDS

We use six testbeds to evaluate the effectiveness of merging algorithms. These
testbeds have been widely used in previous work [Callan 2000; French et al.
1999; Nottelmann and Fuhr 2003; Ogilvie and Callan 2001; Powell and French
2003; Si et al. 2002, Si and Callan 2003b, 2003c, 2005, Shokouhi 2007; Xu and
Croft 1999].

—trec123-100col-bysource (uniform). Documents in TREC disks one, two, and
three are assigned to 100 collections by publication source and date [Powell
and French 2003, Si and Callan 2003b, 2003c]. The <title> fields of TREC
topics 51–100 are used as queries.

—trec4-kmeans (trec4). A k-means clustering algorithm has been applied on
the TREC4 data to allocate the documents into 100 homogeneous collections
[Xu and Croft 1999]. The <description> fields of TREC topics 201–250 and
their relevance judgments are used as queries.

—trec-gov2-100col (gov2). First appearing in Shokouhi [2007], this is one of
the largest testbeds available for federated search experiments. Documents
in the TREC GOV2 dataset are partitioned into collections according to their
first level of domain addresses. The testbed contains the largest 100 collec-
tions that are generated after partitioning. We used the <title> fields of
TREC topics 701–750 for experiments on this testbed. Table II includes more
information about the trec123-100col-bysource, trec4-kmeans and trec-gov2-
100col datasets.
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Table II. Testbed Statistics; trec123-100col-bysource Consists of 100 Collections Created
from TREC Disks One, Two, and Three (Documents are assigned to collections according
to their publication date or author. Trec4-kmeans is 100 collections generated from the
TREC4 data. A clustering algorithm has been used to allocate documents to collections.

Trec-gov2-100col is created from the largest 100 crawled servers in the TREC GOV2
dataset.)

Size No. of docs ×1000 Size (MB)
Testbed (GB) Min. Avg. Max. Min. Avg. Max.
trec123-100col-bysource 3.2 0.7 10.8 39.7 28 32 42
trec4-kmeans 2.0 0.3 5.7 82.7 4 20 249
trec-gov2-100col 110.0 32.6 155.0 717.3 105 1126 3891

—trec123-AP-WSJ-60col (relevant). This and the remaining two testbeds are
generated from the uniform testbed. In all of them, the <title> fields of
TREC topics 51–100 and their relevance judgments have been used for re-
trieval evaluations. Documents in the 24 Associated Press and 16 Wall Street
Journal collections in the uniform testbed are collapsed into two separate
large collections. The other collections in the uniform testbed remain as be-
fore. The two largest collections in the testbed have a higher density of rele-
vant documents for the TREC topics than do the other collections.

—trec123-2ldb-60col (representative). Collections in the uniform testbed are
sorted by their names. Every fifth collection starting with the first collection is
merged into a large collection. Every fifth collection starting from the second
collection is merged into another large collection. The other 60 collections in
the uniform testbed are unchanged.

—trec123-FR-DOE-81col (nonrelevant). Documents in the 13 Federal Register
and 6 Department of Energy collections from the uniform testbed are merged
into two separate large collections. The rest of collections remain unchanged.
The two largest collections in the testbed have a lower density of relevant
documents for the TREC topics than the other collections.

5. ACCURACY OF ESTIMATED SCORES

A perspective on the reliability of the scores estimated by SAFE is to compare
them to the original documents scores. Differences between the correct docu-
ment scores and their corresponding estimated values can be measured by the
mean squared error (MSE). For a given collection c and a test query q, the MSE
of estimated scores for the top n documents is calculated as

MSE(c, q, n) = 1
n

n∑
i=1

( ̂w(c, q, di) − w(c, q, di))2. (10)

Here, w(c, q, di) is the score of the ith ranked document in collection c for the
query q and ̂w(c, q, di) denotes the estimated score for the same document,
calculated by SAFE as described in Section 3. The experimental setup for mea-
suring the accuracy of score estimations is summarized below:

(1) For each collection c, we generate an index of its sample documents. For a
test query q, the scores of sampled documents are computed using a docu-
ment retrieval model M (we choose M to be INQUERY [Callan et al. 1997]).

ACM Transactions on Information Systems, Vol. 27, No. 3, Article 14, Publication date: May 2009.



14:14 • M. Shokouhi and J. Zobel

Table III. The MSE Values Produced by SAFE Variations on Different Testbeds
(Numbers are averaged over all collections and queries. TREC topics 301–400 are

used as queries.)

trec4 Uniform Relevant Nonrelevant Representative gov2
LIN 0.02 0.02 0.02 0.02 0.02 0.03
LOG 0.06 0.09 0.10 0.10 0.12 0.17
SQRT 0.03 0.04 0.04 0.04 0.04 0.06
POW 0.06 0.09 0.10 0.10 0.12 0.17

Table IV. The Goodness of Fit (R2) for the Regression Models on Different Testbeds
(The numbers are averaged over all collections and queries. TREC topics 301–400

are used as queries.)

trec4 Uniform Relevant Nonrelevant Representative gov2
LIN 0.66 0.64 0.64 0.63 0.65 0.64
LOG 0.82 0.82 0.82 0.82 0.82 0.76
SQRT 0.79 0.77 0.76 0.77 0.77 0.71
POW 0.75 0.72 0.72 0.71 0.73 0.77
HYB 0.92 0.92 0.91 0.93 0.92 0.88

(2) We run q on c and use M to compute the scores of the top n documents.
(3) SAFE deploys the scores of sampled documents from c to estimate the

scores of the top n documents returned in step 2. Note that the estimated
scores here are not the same as the merging scores. Scores for merging are
calculated based on the document weights in the central sample index.

(4) We use Equation (10) to compare the scores produced in steps 2 and 3.

Table III shows the accuracy of estimated scores for the top ten documents
returned by collections on different testbeds. For each testbed, the MSE values
are averaged over all queries (we used the <title> of TREC topics 301–400 for
experiments in this section). For all methods, the average estimation errors are
always less than 17% of the correct document scores. LIN and SQRT produce
the smallest error rates. The MSE values for POW and LOG are between 4%
to 14% worse than those produced by the former two models. We show later
that smaller MSE values do not always lead to better search effectiveness, or
to greater R2 values.

LOG and POW perform noticeably worse than the other models on the gov2
testbed. Further investigations showed that their poor performance is due to the
overestimation of document scores. For our experiments, the size of collection
summaries is always 300 documents. Therefore, the Ratio factor in Equation( 8)
is greater for larger collections, in particular, for those in the gov2 testbed. This
has a negative impact on the regression equations of LOG and POW, that are
more sensitive to Ratio for estimating the scores of the top-ranked documents.

We also investigated the goodness of fit for different regression models by
measuring their R2 values [Gross 2003]. The results are presented in Table IV.
For each testbed, the numbers are averaged over all queries and collections.
SQRT and POW produce similar R2 values, while LIN and LOG, respectively,
have the lowest and highest fitness among the models. The low accuracy of LIN
supports our earlier claim; if the mapping functions are selected with caution,
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they can produce better-fitting curves than the LIN model. The hybrid approach
produces the best R2 values. It runs all the regression models for each query
and selects the one with the maximum R2 value for merging.

Overall, the results in Tables III and Table IV show that the scores estimated
by SAFE (according to the sampled documents) are close to those actually
reported by collections. They also suggest that the regression equations—for
score estimation—are appropriate. Therefore, it is possible to estimate the
scores of collection results even when there is little or no overlap between the
collection answer lists and sampled documents.

6. EXPERIMENTS AND RESULTS

To measure the effectiveness of SAFE, we compare it to SSL on a range of sce-
narios. In the first set of experiments, collections use the same retrieval model
(INQUERY [Callan et al. 1997]), while in the rest of experiments collections
use various retrieval models. We assume that the environment is uncooper-
ative and collections do not report the document scores. We used the Lemur
toolkit5 for our experiments. The collection indexes are stopped, and stemmed
using the Porter stemmer [Porter 1997].

6.1 Parameters and Settings

There are many issues that need to be considered in comparing different FIR
methods. Here, we explain parameters and settings used in our experiments.

6.1.1 Result Lists (η). For a given query, SSL uses documents that are
returned by collections and are also available in the downloaded samples to
calculate the global scores. The likelihood of visiting such documents has a
direct relationship with the length of result lists. That is, the shorter the result
lists are, the smaller is the chance of visiting such duplicate documents. We
compare the performance of methods for both short and long result lists. For
short lists, we assume that each collection returns at most ten documents per
query (η = 10). This is the number that many commercial search engines such
as Yahoo! and Google return for each query in their first page of results by
default. For long lists, we assume that collections return at most one hundred
answers for a query (η = 100). This is currently the maximum number of results
that can be fetched from Yahoo! and Google for a query, using their advanced
search functions. Extracting more answers usually requires visiting further
pages of results and resubmitting the query.

6.1.2 Cutoff Values. Cutoff (CO) values show the number of collections
that are selected for each query. Avrahami et al. [2006] suggested that selecting
three to five collections is usually sufficient for extracting most of the available
relevant documents. We use CO = 3 and CO = 5 for all experiments reported
in this article.

6.1.3 Evaluations. The effectiveness of FIR is evaluated according to the
number of relevant documents in the top-ranked merged results (P@n) [Si and

5http://www.lemurproject.org.
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Callan 2003c]. We use precision at 5 and 10 for comparing the performance of
merging algorithms. We use the bilateral t-test to measure the statistical signif-
icance of difference between the results of SAFE and SSL methods. Statistical
significance at the 0.90, 0.95, and 0.99 confidence levels is specified by ∗, †, and
‡, respectively.

6.1.4 Baselines. The main contribution of this article is an FIR merging
algorithm that is especially proposed for uncooperative environments. We com-
pare our method with SSL as the state-of-the-art FIR merging algorithm. Si and
Callan [2003c] suggested that when collections use an identical retrieval model,
SSL single-model is the most appropriate approach. Therefore, in experiments
with an identical retrieval model for all collections, we use SSL single-model as
the baseline. For environments that collections use different retrieval models,
Si and Callan [2003c] showed that SSL multimodel is a better option than SSL
single-model. Thus, we use SSL multimodel as the baseline of experiments with
multiple retrieval models.

6.2 Collection Selection

Once the collection samples are provided, SAFE can estimate the global scores
of the returned answers. We use CRCS [Shokouhi 2007] for collection selection.
Shokouhi [2007] showed that CRCS is more robust than some other state-of-
the-art collection selection algorithms, such as ReDDE [Si and Callan 2003b]
and CORI [Callan 2000]. A few collection selection algorithms such as UUM
[Si and Callan 2004], and RUM [Si and Callan 2005] have been found to be
more effective than ReDDE (and possibly than CRCS, although not tested by
experiments). However, these methods require training queries that may not
be available in practice.

As in ReDDE [Si and Callan 2003b], CRCS ranks collections according
to their estimated number of relevant documents. However, unlike ReDDE
that treats all the top-ranked documents equally, CRCS varies the importance
(scores) of top-ranked documents according to their ranks. In CRCS, the broker
creates a central index of all sampled documents. Each submitted query will be
executed on this index before being sent to collections. The scores of collections
are calculated according to their contributions to the top-ranked documents in
the central sample index:

wc,q =
¯|c|

|θc| ×
∑
d∈θc

s(d , q, r), (11)

where wc,q is the score of collection c for the query q, and |θc| is the number of
sampled documents from c (always 300 in this article). ¯|c| represents the size of
collection c estimated by the capture-history method (the estimated sizes are
divided by the size of the largest collection for normalization). s(d , q, r) denotes
the importance (score) of a sample document d ∈ θc in the central sample index
at rank r, and is calculated as follows:

s(d , q, r) =
{

α exp(−β × r), if r < γ ,
0, otherwise. (12)
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Table V. Precision Values for the Merging Methods on the trec4 Testbed
(CRCS is used for collection selection. TREC topics 201–250 (long) and

their relevance judgments have been used as queries. Collections use an
identical retrieval model (INQUERY). Parameter η shows the maximum

number of answers that each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.28 0.24 0.33 0.28 0.28 0.23 0.32 0.25
LIN 0.25 0.25 0.31 0.23 0.18 0.19 0.33 0.25
SQRT 0.27 0.26 0.29 0.27 0.18 0.21 0.34 0.31
LOG 0.27 0.27 0.30 0.27 0.17 0.21 0.34 0.30
POW 0.22 0.24 0.06 0.07 0.24 0.26 0.06 0.08
HYB 0.34∗ 0.30‡ 0.31 0.29 0.32† 0.30 0.35† 0.32†

We use γ = 50, α = 1.2, and β = 0.28 in our experiments.6 That is, the score
of each collection is calculated according to its contribution to the top γ = 50
documents returned by the central sample index. However, the importance
of the top γ documents varies exponentially according to their ranks. There-
fore, sampled documents have different contributions to the final collection
scores.

6.3 Merging with Single Retrieval Models

Our results in this section show the effectiveness of methods when collections
use an identical retrieval model (INQUERY [Callan et al. 1997]). Document
scores are not provided by collections in any of our experiments. To create
collection samples, we download 300 documents from each collection by query-
based sampling [Callan and Connell 2001]. Recent studies have suggested
that using fixed-size samples for all collections is not always suitable, and
adaptive sampling techniques are better to be used instead [Azzopardi et al.
2006; Baillie et al. 2006; Caverlee et al. 2006; Shokouhi et al. 2006a]. However,
we use a fixed sample size for collections to make our results comparable with
other related work.

The effectiveness of methods on the trec4 testbed is compared in Table V. The
bold numbers represent the maximum precision values achieved by a method
in each experiment. When three collections are selected, HYB consistently per-
forms better than SSL. The improvements are up to 25% (for P@10), and are
always statistically significant. For longer answer lists, both methods produce
comparable results. For the cutoff value of five, HYB outperforms SSL at all
levels. The differences are statistically significant (p < 0.05) in three of four
cases. The less effective variants of SAFE are often dominated by SSL.7 We
found similar trends in all the other testbeds and hence, we only focus on

6In the original CRCS article [Shokouhi 2007], the value of β was mistakenly reported as 2.8 instead
of 0.28.
7Note that for large values of η, the value of 1/r̂d in the POW regression model (Equation (9))
becomes very small. As a result, the document scores are significantly overestimated, and the
accuracy of regression model decreases dramatically.
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Table VI. Precision Values for the Merging Methods on the “Uniform”
Testbed (CRCS is used for collection selection. TREC topics 51–100
(short) and their relevance judgments have been used as queries.

Collections use an identical retrieval model (INQUERY). Parameter η

shows the maximum number of answers that each collection may
return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.33 0.34 0.36 0.34 0.33 0.34 0.34 0.32
LIN 0.31 0.31 0.29 0.29 0.30 0.31 0.30 0.28
SQRT 0.32 0.32 0.31 0.31 0.30 0.31 0.32 0.31
LOG 0.33 0.32 0.30 0.30 0.31 0.32 0.31 0.31
POW 0.30 0.31 0.10 0.10 0.31 0.32 0.14 0.13
HYB 0.36 0.34 0.34 0.30 0.37 0.35 0.37 0.36

Table VII. Precision Values for the Merging Methods on the “Relevant”
Testbed (CRCS is used for collection selection. TREC topics 51–100
(short) and their relevance judgments have been used as queries.

Collections use an identical retrieval model (INQUERY). Parameter η

shows the maximum number of answers that each collection may
return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.31 0.28 0.32 0.28 0.31 0.28 0.34 0.30
LIN 0.26 0.26 0.22 0.18 0.23 0.24 0.22 0.19
SQRT 0.24 0.24 0.21 0.19 0.22 0.23 0.22 0.20
LOG 0.24 0.24 0.21 0.20 0.23 0.22 0.22 0.21
POW 0.22 0.23 0.14 0.14 0.20 0.21 0.16 0.17
HYB 0.28 0.26 0.29 0.28 0.28 0.25 0.30 0.30

comparing HYB and SSL for the rest of this article. For the same reason, we
only report the statistical significant tests for HYB and SSL.

Table VI reports the precision values obtained by the merging methods on
the uniform testbed. As in the previous testbed, HYB, often outperforms SSL
for η = 10 by up to 11% (for P@10, cutoff = 5). For long result lists, there is
no noticeable advantage for one method against the other, and the precision
values are similar.

The precision values produced by the merging methods on the relevant
testbed are presented in Table VII. SSL generally outperforms HYB, and pro-
duces better results for both values of η. The gaps are usually between 9%–13%.
However, the t-test does not detect any statistically significant difference.

On the nonrelevant testbed (Table VIII), there is no noticeable difference
between HYB and SSL when three collections are selected, and η = 10. How-
ever, in all the other experiments, HYB performs substantially better than SSL.
The improvements range between 5%–33%, and are statistically significant in
many cases.
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Table VIII. Precision Values for the Merging Methods on the
“Nonrelevant” Testbed (CRCS is used for collection selection. TREC

topics 51–100 (short) and their relevance judgments have been used as
queries. Collections use an identical retrieval model (INQUERY).
Parameter η shows the maximum number of answers that each

collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.34 0.33 0.32 0.31 0.34 0.33 0.33 0.31
LIN 0.33 0.29 0.32 0.28 0.32 0.32 0.34 0.30
SQRT 0.32 0.30 0.34 0.28 0.31 0.32 0.36 0.30
LOG 0.32 0.31 0.33 0.28 0.30 0.33 0.36 0.30
POW 0.28 0.28 0.13 0.11 0.32 0.31 0.15 0.13
HYB 0.34 0.32 0.39∗ 0.33 0.36 0.35 0.44† 0.37∗

Table IX. Precision Values for the Merging Methods on the
“Representative” Testbed (CRCS is used for collection selection. TREC
topics 51–100 (short) and their relevance judgments have been used as

queries. Collections use an identical retrieval model (INQUERY).
Parameter η shows the maximum number of answers that each

collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.39 0.35 0.38 0.34 0.39 0.35 0.37 0.34
LIN 0.37 0.35 0.30 0.29 0.35 0.36 0.29 0.27
SQRT 0.38 0.36 0.30 0.28 0.34 0.36 0.30 0.28
LOG 0.38 0.37 0.31 0.28 0.35 0.37 0.30 0.28
POW 0.36 0.35 0.14 0.15 0.34 0.34 0.14 0.15
HYB 0.43 0.36 0.39 0.36 0.39 0.37 0.37 0.36

Tables IX and X, respectively, compare the merging methods on the repre-
sentative and gov2 testbeds. The results do not show any statistically signifi-
cant difference between SSL and HYB on any of these testbeds. HYB produces
slightly better results on the representative testbed, while SSL performs some-
what better on gov2.

6.4 Merging with Multiple Retrieval Models

In the experiments reported so far, we assumed that collections are using the
same retrieval model. To investigate the effectiveness of merging algorithms
when collections use different retrieval models, we sequentially assign various
models to collections. In all testbeds we sort collections by their names. We
assign a variant of tf · idf [Zhai 2001] to every third collection starting from
the first collection.8 We apply KL-divergence language modelling [Lafferty and

8The tf · idf variant is based on the OKAPI formula derived from a probabilistic model as imple-
mented in the Lemur toolkit [Zhai 2001].
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Table X. Precision Values for the Merging Methods on the gov2
Testbed (CRCS is used for collection selection. TREC topics 701–750

(short) and their relevance judgments have been used as queries.
Collections use an identical retrieval model (INQUERY). Parameter η

shows the maximum number of answers that each collection may
return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.15 0.14 0.15 0.13 0.15 0.14 0.17 0.13
LIN 0.11 0.10 0.13 0.12 0.11 0.10 0.13 0.10
SQRT 0.10 0.10 0.11 0.10 0.11 0.11 0.10 0.09
LOG 0.10 0.10 0.11 0.09 0.11 0.10 0.11 0.10
POW 0.11 0.12 0.02 0.02 0.13 0.14 0.08 0.06
HYB 0.13 0.12 0.14 0.12 0.14 0.13 0.17 0.15

Table XI. Precision Values for the Merging Methods on the trec4 Testbed (CRCS is used
for collection selection. TREC topics 201–250 (long) and their relevance judgments have

been used as queries. Collections use different retrieval models (tfidf, KL-Divergence,
INQUERY). Parameter η shows the maximum number of answers that each collection may

return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.19 0.20 0.28 0.26 0.20 0.20 0.30 0.28
LIN 0.18 0.20 0.20 0.18 0.12 0.15 0.22 0.19
SQRT 0.20 0.20 0.23 0.21 0.14 0.16 0.25 0.22
LOG 0.18 0.20 0.23 0.21 0.13 0.17 0.25 0.22
POW 0.21 0.19 0.08 0.08 0.22 0.22 0.09 0.10
HYB 0.26† 0.24∗ 0.26 0.23 0.24‡ 0.24 0.29 0.26

Zhai 2001] to every third collection starting from the second collection, and
apply INQUERY [Callan et al. 1997] to the remaining collections.

Si and Callan [2003c] recommended that SSL multimodel should be used for
situations that collections use different retrieval models. Therefore, we use SSL
multimodel as the baseline of our experiments in this section. We are primarily
interested in the experiments where 10 answers are returned per collection, as
they are more similar to the real-world scenarios.

Table XI shows the effectiveness of merging methods on the trec4 testbed
when different retrieval models are involved. As in the single retrieval
model experiments, HYB dominates SSL consistently for short answer lists
(η = 10). The differences are statistically significant in three of four cases. SSL
outperforms HYB on long answer lists, but never produces—statistically—
significantly better results.

The results in Table XII, do not show any major difference between HYB
and SSL on the uniform testbed. This is consistent with the observations in
Table VI, in which a single retrieval model was used across all collections. Ex-
cept for one case, HYB consistently outperforms SSL, improving the precision
values by up to 12%.
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Table XII. Precision Values for the Merging Methods on the “Uniform”
Testbed (CRCS is used for collection selection. TREC topics 51–100
(short) and their relevance judgments have been used as queries.
Collections use different retrieval models (tfidf, KL-Divergence,

INQUERY). Parameter η shows the maximum number of answers that
each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.33 0.33 0.37 0.33 0.33 0.33 0.38 0.35
LIN 0.36 0.33 0.29 0.29 0.30 0.31 0.31 0.29
SQRT 0.33 0.33 0.31 0.30 0.29 0.31 0.33 0.31
LOG 0.34 0.32 0.30 0.29 0.30 0.30 0.33 0.31
POW 0.32 0.33 0.10 0.11 0.33 0.32 0.14 0.13
HYB 0.37 0.34 0.35 0.34 0.35 0.34 0.39 0.37

Table XIII. Precision Values for the Merging Methods on the
“Relevant” Testbed (CRCS is used for collection selection. TREC topics

51–100 (short) and their relevance judgments have been used as
queries. Collections use different retrieval models (tfidf,

KL-Divergence, INQUERY). Parameter η shows the maximum number
of answers that each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.33 0.28∗ 0.27 0.23 0.32 0.29† 0.23 0.20
LIN 0.28 0.27 0.22 0.20 0.25 0.25 0.20 0.19
SQRT 0.26 0.24 0.22 0.20 0.23 0.23 0.20 0.20
LOG 0.28 0.24 0.21 0.20 0.23 0.21 0.20 0.19
POW 0.19 0.23 0.16 0.16 0.18 0.21 0.17 0.16
HYB 0.28 0.25 0.30 0.29 0.26 0.23 0.29 0.28

On the relevant testbed (Table XIII), SSL is the dominant method for short
answer lists, and the differences are usually statistically significant for P@10
(p < 0.1 for cutoff = 3, and p < 0.05 for cutoff = 5). These two cases are the
only times that SSL manages to significantly outperform HYB among all the
experiments reported in this article.

The precision values in Table XIV show that HYB always outperforms SSL
on the nonrelevant testbed. The improvements range between 5%–25%, and
are often statistically significant when five collections are selected.

As in previous experiments with a single retrieval model, HYB and SSL
produce comparable results on the representative and gov2 testbeds. On the
former testbed (Table XV), HYB has minor advantages, while on the latter
(Table XVI), SSL results are slightly better. None of the differences are statis-
tically significant.

7. DISCUSSION

The results produced by our most successful variant of SAFE (HYB) are often
comparable with or better than the state-of-the-art SSL across a range of
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Table XIV. Precision Values for the Merging Methods on the
“Nonrelevant” Testbed (CRCS is used for collection selection. TREC

topics 51–100 (short) and their relevance judgments have been used as
queries. Collections use different retrieval models (tfidf, KL-Divergence,
INQUERY). Parameter η shows the maximum number of answers that

each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.32 0.33 0.35 0.34 0.33 0.33 0.32 0.31
LIN 0.33 0.32 0.31 0.29 0.35 0.34 0.34 0.29
SQRT 0.33 0.32 0.33 0.30 0.34 0.35 0.34 0.31
LOG 0.33 0.33 0.33 0.31 0.34 0.35 0.34 0.31
POW 0.29 0.29 0.14 0.12 0.36 0.33 0.15 0.13
HYB 0.35 0.35 0.39 0.36 0.40∗ 0.36 0.42‡ 0.38†

Table XV. Precision Values for the Merging Methods on the
“Representative” Testbed (CRCS is used for collection selection. TREC
topics 51–100 (short) and their relevance judgments have been used as

queries. Collections use different retrieval models (tfidf,
KL-Divergence, INQUERY). Parameter η shows the maximum number

of answers that each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.36 0.37 0.37 0.32 0.36 0.37 0.36 0.33
LIN 0.36 0.36 0.30 0.28 0.34 0.36 0.27 0.26
SQRT 0.34 0.36 0.30 0.29 0.32 0.34 0.28 0.27
LOG 0.34 0.34 0.30 0.29 0.32 0.34 0.28 0.26
POW 0.33 0.33 0.17 0.16 0.33 0.33 0.18 0.16
HYB 0.39 0.36 0.40 0.37 0.38 0.36 0.37 0.35

scenarios. In single-model environments, HYB significantly outperforms SSL
on the trec4 and nonrelevant testbeds. On the remaining testbeds, the results
produced by HYB and SSL were never found to be statistically significantly
different. Similar observations can be made in multimodel experiments: HYB
significantly outperforms SSL on the trec4 and nonrelevant testbeds, and
produces comparable results in the other experiments. The only exception is
for the relevant testbed, in which SSL manages to produce significantly better
results than HYB in two cases. The—relatively—poor performance of HYB on
the relevant and gov2 testbeds is consistent with the low R2 values reported in
Table IV. The correlation between R2 and the merging effectiveness in our
experiments suggests that further improvements might be possible by using
a more sophisticated regression model, and more accurate collection size
estimations.

The precision values in the single-model experiments are usually higher than
those in the multimodel scenario. This is not surprising, given that the variant
of tfidf assigned to almost one-third of collections in the multimodel experi-
ments is significantly less effective than INQUERY (the retrieval model used
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Table XVI. Precision Values for the Merging Methods on the gov2
Testbed (CRCS is used for collection selection. TREC topics 701–750

(short) and their relevance judgments have been used as queries.
Collections use different retrieval models (tfidf, KL-Divergence,

INQUERY). Parameter η shows the maximum number of answers that
each collection may return per query.)

Three Collections Selected Five Collections Selected

η = 10 η = 100 η = 10 η = 100

P@5 P@10 P@5 P@10 P@5 P@10 P@5 P@10
SSL 0.14 0.14 0.17 0.14 0.15 0.15 0.16 0.13
LIN 0.13 0.11 0.11 0.11 0.10 0.09 0.10 0.10
SQRT 0.11 0.11 0.11 0.10 0.10 0.10 0.08 0.08
LOG 0.11 0.10 0.10 0.10 0.10 0.10 0.07 0.08
POW 0.09 0.11 0.06 0.05 0.12 0.12 0.09 0.08
HYB 0.12 0.12 0.17 0.15 0.12 0.12 0.16 0.17

Table XVII. The Number of Queries (out of 50) for Which SSL Backs Off to CORI in Different
Merging Experiments (Parameter η shows the maximum number of answers that each

collection may return per query.)

trec4 Uniform Relevant Nonrelevant Representative gov2
Three collections selected (single-model)
η = 10 44 50 46 48 49 48
η = 100 01 19 14 15 04 41
Three collections selected (multimodel)
η = 10 45 50 47 49 49 48
η = 100 05 23 15 17 23 39
Five collections selected (single-model)
η = 10 44 50 47 49 50 50
η = 100 01 15 08 11 20 43
Five collections selected (multimodel)
η = 10 45 50 47 50 50 50
η = 100 03 16 10 16 22 42

across all collections in the single-model scenario).9 A potential direction for fu-
ture research is to model the search effectiveness of collections using available
techniques such as RUM [Si and Callan 2005]. RUM was proposed by Si and
Callan [2005] for collection selection. However, with minor modifications it can
be also used for merging experiments.

7.1 SSL Backoff Strategy

SSL backs off to the less effective CORI heuristic when there are fewer than
three overlapped documents between the results returned by a collection and
its sampled documents. The numbers in Tables XVII confirm that such conver-
sion happens frequently with our settings. As expected, the number of overlap
documents is higher for single-model experiments, and for longer answer lists
(η = 100). The numbers also reveal that for η = 10, SSL essentially converts to
the less effective CORI.

9For example, on a central index of all documents in the trec4 testbed, INQUERY achieves 0.52 for
P@5, compared to 0.24 obtained by tfidf.
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Table XVIII. Statistical Significance of Differences Between SAFE (HYB) and SSL
Across Different Parameter Settings

Parameters SAFE (Average) SSL (Average) Wilcoxon p-value
Single-model experiments
P@5, CO = 3, η = 10 0.317 0.304 0.28
P@10, CO = 3, η = 10 0.286 0.283 0.38
P@5, CO = 5, η = 10 0.313 0.304 0.50
P@10, CO = 5, η = 10 0.296 0.283 0.21
P@5, CO = 3, η = 100 0.314 0.314 0.44
P@10, CO = 3, η = 100 0.289 0.284 0.30
P@5, CO = 5, η = 100 0.338 0.313 0.02
P@10, CO = 5, η = 100 0.311 0.277 0.00
Multimodel experiments
P@5, CO = 3, η = 10 0.299 0.283 0.18
P@10, CO = 3, η = 10 0.279 0.276 0.66
P@5, CO = 5, η = 10 0.295 0.286 0.36
P@10, CO = 5, η = 10 0.278 0.281 0.22
P@5, CO = 3, η = 100 0.313 0.303 0.02
P@10, CO = 3, η = 100 0.294 0.274 0.04
P@5, CO = 5, η = 100 0.324 0.294 0.02
P@10, CO = 5, η = 100 0.306 0.267 0.00
Overall — — 0.00

7.2 The Impact of Collection Size

SAFE uses the estimated collection size values, to calculate the merging scores.
We used capture-history [Shokouhi et al. 2006b], with 140 queries to estimate
the size of collections. In our preliminary experiments, we noticed that us-
ing better estimation of collection size often leads to higher search effective-
ness. However, capture-history usually requires a greater number of sampling
queries to produce more accurate estimations. This may not be possible in prac-
tice due to efficiency restrictions.

7.3 Overall Significance of Gains

The results in Tables V, VIII, XI, and XIV show significant differences between
SAFE (HYB) and SSL. To measure the overall statistical significance of
improvements, we first divided the experimental results into 16 sets according
to the parameter settings. For each combination, we then merged the results
across all the testbeds. Each merged set contains the results of 300 queries
(six testbeds, 50 queries each). The results are included in the Table XVIII. It
can be seen that, except for two cases, the SAFE results are always better than
SSL. The differences are statistically significant according to the Wilcoxon
paired test for 6 of 16 combinations. Overall (across 2 × 16 parameter settings),
the Wilcoxon pair test detects significant difference (p ≈ 0.0003) between
SAFE and SSL.

8. CONCLUSIONS AND FUTURE WORK

We have introduced a new result merging algorithm, SAFE, designed for unco-
operative environments. The algorithm uses the computed scores on samples
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drawn from collections to estimate scores in ranked lists returned by the se-
lected collections. Unlike SSL, our proposed algorithm does not depend on over-
lap documents.

When collections do not return their document scores, the performance of
current FIR merging algorithms may drastically decline. In addition, the state-
of-the-art merging methods make assumptions that might not be realistic in
a real-life environment. We have shown that SAFE can produce comparable
results with SSL, the principal alternative method, across six experimental
testbeds. According to our experiments, HYB is the most successful regression
model for SAFE.

The advantage of using SAFE is more acute when collections return short
answer lists. In such a scenario, the likelihood of visiting a sampled document
in collection results is lower. These overlap documents are the main resource
used by SSL for computing the merging scores. Therefore, for environments in
which collections return short answer lists—and downloading documents on
the fly is prohibited—SSL often converts to the less effective CORI.

There are many aspects of SAFE that can be improved in future research.
For example, SAFE assumes that all collections use effective models for docu-
ment retrieval. The results in Section 6.4 show that in the presence of multiple
retrieval models, such assumption may lead to significant loss in search effec-
tiveness. Measuring the search effectiveness of FIR collections has been stud-
ied in the collection selection literature [Craswell et al. 2000; Nottelmann and
Fuhr 2003; Si and Callan 2005]. Such methods can be used with minor modi-
fications for result merging. An alternative solution might be to use a mixture
of regression equations to model the search effectiveness of collections. Pre-
vious studies [Manmatha et al. 2001] have shown that the scores of relevant
and nonrelevant documents, respectively, follow the normal and exponential
distributions. Based on such observations, it may be possible to predict the
search effectiveness of collections according to their distribution of document
scores.

In addition, SAFE tends to overestimate the scores of the top-ranked docu-
ments returned from very large collections. For example, the answers returned
by a large collection with n low-score sampled documents can be ranked higher
than the results of a small collection with n high-score sampled documents. This
problem opens an interesting direction for future research. Further, SAFE is
only designed for uncooperative environments in which collections do not re-
port their document scores. However, if the document scores are provided by
collections, they may help to improve the fitness of SAFE regression models.
Our preliminary experiments did not show any benefit for SAFE—in terms of
search effectiveness—when the reported document scores were used. However,
there is still potential room for improvements, and we aim to modify SAFE to
gain more from the published scores.

Finally, in all experiments reported in this article, the size of collection sam-
ples was assumed to be fixed and 300 documents. It is interesting to investigate
the impact of sample size and other sampling strategies [Azzopardi et al. 2006;
Baillie et al. 2006; Caverlee et al. 2006; Shokouhi et al. 2006a] on the effective-
ness of final retrieval.
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