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Digital representations are widely used for audiovisual content, enabling the creation of large on-
line repositories of video, allowing access such as video on demand. However, the ease of copying
and distribution of digital video makes piracy a growing concern for content owners. We investi-
gate methods for identifying coderivative video content—that is, video clips that are derived from
the same original source. By using dynamic programming to identify regions of similarity in video
signatures, it is possible to efficiently and accurately identify coderivatives, even when these re-
gions constitute only a small section of the clip being searched. We propose four new methods for
producing compact video signatures, based on the way in which the video changes over time. The
intuition is that such properties are likely to be preserved even when the video is badly degraded.
We demonstrate that these signatures are insensitive to dramatic changes in video bitrate and
resolution, two parameters that are often altered when reencoding. In the presence of mild degra-
dations, our methods can accurately identify copies of clips that are as short as 5 s within a dataset
140 min long. These methods are much faster than previously proposed techniques; using a more
compact signature, this query can be completed in a few milliseconds.

Categories and Subject Descriptors: H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms: Algorithms, Performance, Reliability

Additional Key Words and Phrases: Video similarity detection, dynamic programming, local
alignment

1. INTRODUCTION

Digital formats have been adopted in all stages of the life cycle of video content,
including preproduction, visual effects, editing, mastering, distribution, and
display. These technologies have made it easier to produce copies of video data
both legally and illegally, and to distribute those copies to a large audience.
There are techniques that can be used to stem the unauthorised use of video

Some aspects of this work have previously been published by the authors in Hoad and Zobel [2003a,
2003c].
Authors’ addresses: T. C. Hoad: 7853 149th Ave. NE, Redmond, WA 98052; email: tim@hoad.id.au; J.
Zobel: School of Computer Science and Information Technology, RMIT University, GPO Vox 2476V,
Melbourne, Victoria 3001, Australia; email: jz@cs.rmit.edu.au.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is
granted without fee provided that copies are not made or distributed for profit or direct commercial
advantage and that copies show this notice on the first page or initial screen of a display along
with the full citation. Copyrights for components of this work owned by others than ACM must be
honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers,
to redistribute to lists, or to use any component of this work in other works requires prior specific
permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 1515
Broadway, New York, NY 10036 USA, fax: +1 (212) 869-0481, or permissions@acm.org.
C© 2006 ACM 1046-8188/06/0100-0001 $5.00

ACM Transactions on Information Systems, Vol. 24, No. 1, January 2006, Pages 1–50.



2 • T. C. Hoad and J. Zobel

content, but in general these are either unreliable or restrictive upon the user.
Physical copy prevention mechanisms can be bypassed, and can cause difficulty
for law-abiding citizens when creating backups or using content as prescribed
by copyright law.

Another way to address illegal copying is to detect copies of a piece of con-
tent and take action. As this does not involve a copy-prevention mechanism,
the material can be copied within the bounds of the copyright laws, while still
allowing content owners a mechanism to prevent widespread piracy. One ve-
hicle for such an approach is video watermarking. Watermarking systems are
limited by the fact that they either reduce video quality or are trivial to re-
move [Petitcolas et al. 1998; Langelaar et al. 1998; Hartung et al. 1999]. Also,
a watermark must be present in the original content in order for copies to be
traced. An alternative to watermarking is to detect copies based on the proper-
ties of the content itself. Content-based copy detection requires no watermark
or other identifying feature embedded in the video and places no restrictions
on the legal use of the content. Such techniques also have other applications,
such as monitoring video streams for known content, and locating redundant
or related clips within a collection.

Much of the research into video retrieval has concerned topic-based match-
ing. While the general problem of locating video data that is relevant to an
information need is important, we are not attempting to address this prob-
lem in this body of work. We are concerned with the more specific problem of
identifying video content that is derived from the same source video as the
user query, which we term coderivative. We define a pair of entities as being
coderivative if they share the same original source. Thus, the 2002 remake
of The Time Machine was not coderivative with the original from 1960, as
there is no original film from which they were both created. Conversely, Lord
of the Rings—The Fellowship of the Ring was coderivative with the DVD “Plat-
inum Extended Edition” release, as the DVD extended version was created from
the theatrical release. By definition, any piece of content is coderivative with
itself.

Existing methods for searching video to identify coderivatives have substan-
tial limitations: they are sensitive to degradation of the video; they are expen-
sive to compute; and many are limited to comparison of whole clips, making
them unsuitable for applications such as monitoring of continuous streams.
Most of the previously proposed search methods require direct comparison of
video features between the query clip and the data being searched, which is com-
putationally expensive and sensitive to changes that can occur during “lossy”
processes such as transcoding or analogue transmission.

We describe novel techniques for identification of coderivative video se-
quences that address the limitations of previous approaches. The methods pro-
posed are all applicable to real-time monitoring of video streams, or to searching
of large collections. The techniques we present are fast, accurate, and insen-
sitive to video degradation, making them ideal for coderivative video search.
Experiments on large quantities of real-world data demonstrate that our ap-
proach is robust and effective, even for short queries or queries that have been
transcoded or degraded.
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The methods we introduce use a two-stage process of signature generation
and query evaluation. We have developed four novel methods for producing
compact video signatures for coderivative detection that allow for fast, accu-
rate search. The first method is based on the structure of the video. It uses
the pattern of edits in the clip to produce a representation that is particularly
compact, requiring about 5 kB/h of video. It is efficient to search, and is insen-
sitive to changes in video quality. The second method uses the extent to which
the color changes over time to determine similarity between the two clips be-
ing compared. Since the color information is not compared directly between
video clips, this signature type is insensitive to changes in video quality. The
third method compares the way in which the motion in the clip changes. This
is computed using a novel algorithm that is substantially more efficient than
traditional motion estimation: motion is estimated according to the position of
centroids of luminance in the video frames. The final approach is a combina-
tion of the last two: by combining evidence based on color changes and centroid
motion, we achieve substantial improvements in retrieval effectiveness.

We also describe a technique for searching video using these signatures.
This method, based on approximate string matching, can identify regions of
similarity between signatures, even when the video is substantially altered.
Key to this search method is the function used to determine similarity between
elements in the video signatures. We describe five functions that can be used
for this task, and evaluate their comparative effectiveness experimentally.

We compared the effectiveness of these methods against a baseline by using
them to retrieve known clips from a stream of free-to-air television content. Ini-
tial experiments employed a small collection of clips and explore the robustness
of the proposed methods in the presence of various forms of degradation that oc-
cur in analogue and digital video. This was followed by larger-scale experiments
in which clips of various lengths were randomly selected from a long sequence
of video and then subjected to several forms of degradation before being used
as queries to retrieve the clips from the original source. In these experiments,
we demonstrated that our new methods are substantially more effective than
previously proposed methods. In retrieval tests using a 140-min dataset, and
randomly selected queries ranging from 5 to 120 s in length, we showed that
one method is able to correctly identify the correct region as the highest-ranked
match 85% of the time even when the queries are heavily degraded (by reducing
video resolution), and 99% of the time when the degradation is minimal.

2. BACKGROUND

Obstacles to accurate matching include format variations and sources of degra-
dation. A basic one is the broadcast standard, which varies from country to
country. Standards in use include NTSC, SECAM, and PAL, and film; these
vary in vertical resolution and frame rate. Digital formats are different again.
Conversion between frame rates results in variation from the original signal,
and in slight variations in speed of playback.

Another variable in video formats is the shape of the frames, or aspect ratio.
The analogue broadcast standards use the aspect ratio of 4:3, while aspect ratios
of 16:9 and 2.35:1 are common in cinema and digital broadcasting (including
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HDTV). Corrections for aspect ratio involve forms of cropping or the addition of
black regions, and can involve considerable manual intervention (for example,
panning), thus potentially confusing standard video retrieval methods.

Color representation leads to further issues. Conversion between different
color spaces is lossy. For example, RGB represents the three colors, while YCrCb
represents color as luminance, red, and blue. In HSV, the dimensions are color,
saturation, and brightness. Further problems are presented by the needs of
compression; the number of bits per pixel may be low, and color subsampling
may be used, so even within a format the color space is approximated.

Another source of degradation is the bitrate used to represent the content. Re-
ducing video bitrate can introduce anomalies or artifacts into the picture. Using
a lower frame rate or resolution is an effective way to eliminate these artifacts
from the compressed video, but introduces other limitations as described above.

2.1 Video Structure

In addition to the inherent low-level formatting of video content, there is also a
higher-level structure that is imposed in the process of creating a video. Films
are structured similarly to printed books: where books have chapters and para-
graphs, video content has chapters, scenes, and shots. A shot is a sequence of
frames captured by a single continuous operation of a camera. The point at
which one shot leads into another is called a shot boundary. There are many
transition effects that can be applied at shot boundaries, but by far the most
common is the cut, where one shot ends abruptly and the next begins at the next
frame. We use shot boundaries in a signature method for finding coderivative
video segments.

Research into automatic methods for determining the structure of video con-
tent has been pursued for some time. Algorithms for cut detection are now fairly
robust, and detection of other transitions is possible with a reasonable level of
accuracy [Boreczky and Rowe 1996; Naphade et al. 1998; Lienhart 2001].

Many algorithms have been proposed for detecting cuts in uncompressed
video. These algorithms generally use features of the video frames to determine
the level of discontinuity—that is, the amount of change between frames—and
define a cut as a peak in the level of discontinuity. One feature that is widely
used is the color histogram, which captures the distribution of colors in a video
frame. Many variations of color histogram have been investigated for use in
cut detection, including histograms using a variety of colorspaces, histograms
of different sizes, and the use of multiple histograms for different regions of
the video frame [Ueda et al. 1991; Nagasaka and Tanaka 1992; Swanberg et al.
1993; Zhang et al. 1993; Hampapur et al. 1994; Patel and Sethi 1997]. Other
features that have been successfully used to measure discontinuity for cut de-
tection are edges [Zabih et al. 1995, 1999; Li and Lu 2000] and motion [Zhang
et al. 1993; Boreczky and Rowe 1996; Liu et al. 2000; Naphade et al. 1998].

2.2 Previous Approaches to Video Search

It is easy to assume that methods for identifying semantically similar content
would be applicable to coderivative detection, but this is not necessarily the
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case. Some techniques that are used to locate similar content rely on metadata,
which may be produced manually or automatically, but this data is likely to be
different for each instance of a piece of content. Other techniques are limited
to comparison of whole video clips, but much video content is distributed in a
continuous stream that cannot be easily segmented for comparison. We explore
a wide range of search techniques in this section, many of which are not suitable
for copy detection for reasons such as those above. However, it is useful to
understand how the related video search problems are addressed, and why
these techniques are not appropriate for the specific task presented in this
article.

There are many feature spaces that can be used for determining similarity
between pairs of video, but all are derived from either the video frames or the
soundtrack. Likewise, there are many ways in which these features may be
abstracted and compared. Results are generally considered to be relevant to
the query if they are visually similar. The extent of similarity that is required
for a match to be considered correct is dependent on the application and the
query posed, and relevance judgment is subjective.

Most early feature-based video retrieval systems were based on existing im-
age retrieval engines [Yeo and Yeung 1997]. A key point that differentiates
video comparison methods is the feature space used to compare the clips. A
color histogram difference is often used to compare video [Yeung and Liu 1995;
Tan et al. 1999; Yoon et al. 1999; Hauptmann et al. 2002a; Lee et al. 2003],
although other feature representations have been used, including: intensity
histograms, texture [Wu et al. 2000], facial-recognition features [Gupta and
Jain 1997; Jaimes et al. 2002], and motion [Yeung and Liu 1995; Chang et al.
1997; Shan and Lee 1998; Ngo et al. 2001]. The range of specific color features
is broad—color histograms, region histograms, color coherence vectors (CCVs),
and ordinal signatures.

Liu et al. [1999] proposed that videos be segmented into shots, each of which
is represented by a keyframe. A similar approach was described by Wu et al.
[2000]. Fushikida et al. [1999] also used color features for retrieval of video
clips, although they used region histograms, rather than a single histogram,
for representative frames. There are major drawbacks to this approach. In par-
ticular, the techniques described are only able to compare whole clips: similarity
is determined by the number of shots in common, and temporal relationships
are generally ignored. The other significant drawback of this approach is that
it uses color histograms, which are not robust to some of the problems that
occur in the video domain. For content distributed in analogue form, noise and
interference can cause color shifts, as well as alterations in texture.

Zhao et al. [2001] presented a method in which the clips are segmented into
shots from which a small number of keyframes are selected for color analysis.
Hauptmann and Papernick [2002] proposed that still images be partitioned
into 16×16 pixel regions, with each region represented by the most common
color (when images are reduced to 256 colors). Similarity is determined by the
number of matching regions between query and image. Such systems are likely
to be sensitive to shot length, as longer shots would be likely to contain more
colors, causing these shots to be favored during querying.
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Motion features are often used in conjunction with other features, but are
less commonly used in isolation. One of the few examples of a motion-based
retrieval system was presented by Ahanger et al. [1995], who discussed the use
of object motion in formulating a query; object and camera motion is described
graphically by the user and matched to data being searched. Yasugi et al. [2001]
proposed a method for recognising identical events in video, based on the the
assumption that the same event will be tracked in a similar way with multiple
cameras.

Some systems use speech transcripts or open captions as the dominant fea-
ture for retrieval [Hauptmann et al. 2002b]. Although the use of captions and
transcripts is undoubtedly useful for general-purpose video search systems, it
is unlikely that it would be effective for identifying coderivative content.

Perhaps the most common approach to video search based on low-level fea-
tures is to use a combination of features. A limitation that can be observed
in several hybrid systems, such as those described by Lienhart et al. [1998],
Chang et al. [1998], and Yang et al. [2002], is that significant expertise and
human intervention are required to assign weights to each of the features, or
to provide relevance feedback to achieve acceptable results. A somewhat dif-
ferent approach is that of Ide et al. [2001]. In this system, information from
open captions was used in conjunction with image attributes. Naphade et al.
[2001] described a system that uses both audio and video features to deter-
mine similarity. This method is unsuitable for unsupervised use, as weights
for the features must be assigned manually. A common attribute of these sys-
tems is that they are intended to achieve a high level of retrieval effectiveness,
with little consideration of computational cost—many of these systems eval-
uate queries in approximately real time (that is, queries are evaluated in an
amount of time comparable to the length of the data being searched).

2.3 Coderivative Identification

The feature-based querying systems described above can be used to identify
coderivative material, but these systems are engineered to address the same
needs as other semantic querying systems—to identify clips that are visually
or semantically related. The limitations of these fields in detecting copied or
coderivative material have led to an increasing interest in developing methods
that effectively identify coderivatives in the video domain.

Lienhart et al. [1997] presented early work on video identification for recog-
nizing and identifying television commercials. In order to identify these known
advertisements, color coherence vectors (CCVs) were computed for each frame
in the commercial blocks and for each frame in known advertisements, yielding
a fingerprint. The minimal distance between query and data fingerprints was
calculated by counting the number of insertions, deletions, and substitutions
of CCVs required to convert the query fingerprint to the data signature. High
accuracy was reported with the use of this method to identify commercials from
a collection of 200; however, it is not clear that these results could be replicated
if some degradation in video quality was present. A significant limitation of this
method is that, once the fingerprints are computed, queries are processed in
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approximately real time, making it unsuitable for retrieval from large collec-
tions. In our experiments, reported later, computational cost was a significant
issue.

Mohan [1998] presented another approach to matching video sequences. A
representation of the video is produced by computing an ordinal signature for a
reduced-intensity version of each frame; these are then concatenated to form a
vector, which is used to determine similarity. A sliding window is used to align
the feature vectors, and distance is calculated by computing the average dis-
tance between frames, as determined by the distance function (in this case, an
arithmetic difference). We used a similar technique as a baseline for our experi-
ments in Section 5. This method is not limited to detecting coderivative content,
but the experiments reported showed some success at identifying replays of a
given piece of sporting content. The use of the ordinal measure is likely to make
this approach less sensitive to video degradation than previous methods, but
direct comparison of ordinal signatures is computationally expensive, making
this method unsuitable for large collections.

Matching of video sequences based on color histograms has also been inves-
tigated. Adjeroh and Lee [1998] introduced a video representation where color
histograms are computed for each frame in the sequence, which are then cat-
egorized into classes, based on the bin values. Adjeroh et al. [1998] described
an algorithm for matching video sequences based on these representations.
This involves a string-matching process similar to that used by Lienhart et al.
[1997]. Based on our experiments reported in Section 5, which used comparison
of color histograms between clips, it seems unlikely that this method would be
effective for retrieval from large video collections, especially if the content is
degraded.

Naphade et al. [2000] presented a system that uses YCC color histograms
as a representation of a video sequence. Color histograms with 32 luminance
bins and 16 bins for each chrominance channel are computed for each frame of
the query clip and the target clip (the data being searched). A sliding window is
used to compute a similarity measurement for every position in the target clip.
Local maxima are extracted and sections of the target clip in which the local
maximum similarity exceeds a fixed threshold are marked as a match. Results
for effectiveness were not reported, but, because of the direct comparison of color
information between clips, it is probable that this system would be sensitive to
degradation of the video.

Hampapur and Bolle [2001] compared several different feature spaces for use
in the detection of coderivative television commercials. In all cases, similarity
was calculated using one frame from each second of video. In general, the shape-
based feature spaces were found to be more discriminative when determining
similarity between video clips; however, the data used was known to have vari-
ance in color fidelity. Based on our experience with methods involving direct
comparison of visual features between clips, as reported in Section 5, it seems
unlikely that these methods would be effective for the retrieval of coderivatives
when the video is degraded. This work was followed up by Hampapur et al.
[2001], with the investigation of a video search framework in which motion, or-
dinal, and colorbased signatures are compared. Short queries were evaluated in
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approximately real time using these methods; retrieval of substantial queries
from large collections would be impractical.

Another approach to similar video search was proposed by Ng et al. [2001].
Using shot boundary detection and shot clustering, a tree is built to represent
the structure of the clips to be compared. Similarity is computed in a top-down
manner, by recursively computing the similarity of the child nodes—the simi-
larity of a node is defined as the normalized sum of the similarity of child nodes.
At the leaf nodes, representing the shots, similarity is determined by a com-
bination of color-histogram distances of key frames and the difference in shot
length. This approach is limited to comparing whole clips—it is not suitable for
finding regions of similarity within a longer stream. Another limitation is the
direct comparison of color features, which is likely to be unreliable for video
that has undergone changes in color.

Cheung and Zakhor [2000] described another approach to detecting coderiva-
tive video content, in which similarity between two clips is determined by the
use of a video signature. The similarity between a pair of clips is determined
by the similarity between the frames in the clips, and temporal information is
ignored. To reduce the number of similarity computations, a subset of frames in
the clips is used to produce the signature. A significant limitation of this work
is that it is only useful for comparing whole clips: when evaluating similarity,
sequences are treated as a “bag” of frames, which does not allow identification
of similar subsequences. As with the approach of Naphade et al. [2000], this
work also employs direct comparison of color information between clips, which
would be likely to be susceptible to degradation, especially that involving color
shifts.

DeMenthon [2003] described how video strands can be used to create spatio-
temporal descriptions of video data. DeMenthon and Doermann [2003] reported
experimental results using these descriptors to retrieve very short clips (15–
100 frames) that exhibit distinctive patterns of motion, such as the graphic ani-
mations used by broadcasters to introduce programmes (referred to as dynamic
logos).

All of the approaches described so far are computationally expensive. Hoi
[2002] addressed this issue by proposing a two-stage search process. The
first, coarse search, is conducted using a signature based on low-level features
mapped to a low-dimensional feature space using the pyramid technique de-
scribed in Berchtold et al. [1998]. This reduces the search space for the second,
fine search, which uses a higher-dimensional feature space to improve the re-
sult rankings. Experimental results presented by Hoi et al. [2003] reported that
the effectiveness of this method was limited: 85% of the correct matches were
retrieved with precision of 90%—that is, 90% of the results listed were correct
matches. It was assumed that the two-phase search process would result in a
reduction in query evaluation times, but this was not tested experimentally.

Another proposal for addressing efficiency issues was described by Park et al.
[2002], who used a trie-based index. To produce a representation that is com-
patible with a trie, low-level features are computed for each frame. Searching
the trie involves producing an equivalent feature representation for the query
clip, then traversing the trie to find the most similar frames in the data being
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searched. Since only one matching region can be identified in each clip, the
application of this technique to searching for coderivative sections in a large
clip or continuous stream is limited. Park and Hyun [2004] reported efficiency
tests conducted using 2 h of video from a movie, and 100 short queries. Our
experience with methods that compare visual features directly between clips,
presented in Section 5, suggests that this approach would not be sufficiently
discriminatory for identification of copies of clips in large collections of video.

Another system that uses an index for similar video search was described
by Hampapur and Bolle [2002]. It allows fast lookup of matching frames, but
does not allow approximate matches: the local edge representations must be
identical. It seems unlikely that this approach would be successful when the
content is degraded, as differences will be present in the visual features. As
lossy compression is used, even with nondegraded video, two copies of the same
clip are not identical.

Pua et al. [2004] presented another indexing method for searching video. To
evaluate a query, it is segmented into shots, and color moments for each frame
are computed and quantized. A limitation of this approach is that similarity is
computed on whole shots, making it unsuitable for finding sequences in which
shots are truncated. It also relies on a large index structure being stored in
memory. While the exact size of the structure was not disclosed, it seems likely
that the index would require several megabytes per hour of data, in addition to
the full (nonquantized) color moments, which would presumably be stored on
disk. However, it is efficient.

3. REPRESENTATIONS FOR FAST IDENTIFICATION OF CODERIVATIVES

The search for coderivatives can use the same methods as similarity search. The
frames of the query clip can be compared against the stored video one by one,
and a sequence of matching or highly similar frames indicates that the same
clip has been found. The main drawback of this method is that, for each frame,
a color histogram or other descriptor must be stored, and the search process in-
volves aligning (and thus comparing) sequences of descriptors—a costly process.
Also, direct image comparison is sensitive to degradation: noise, artifacts due
to encoding, or color shifts affect the accuracy of established image comparison
techniques, resulting in a system that is unlikely to cope with these changes.

The methods presented in this article allow for both whole-clip comparisons
in addition to the facility for long clips to be searched for sections of high similar-
ity to a query clip. Once the collection has been preprocessed, it can be searched
for instances of a query clip extremely fast.

We present a two-stage approach to coderivative identification. The first
stage involves preprocessing of the video to be searched, which is followed by a
query evaluation stage. The preprocessing, presented in this section, accesses
the video clips sequentially to produce a compact representation. This repre-
sentation can take many forms; we propose four methods for producing a rep-
resentation, each of which uses different features of the video. Each method
has strengths that are applicable to different kinds of content. The methods
are described in detail below.
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The first method—the shot-length method—is based on the structure of the
video. The intuition is that copies of video can be identified by matching tempo-
ral patterns of events in the clips being compared. This requires the selection
of events that can be efficiently and consistently identified, regardless of degra-
dation or minor changes. Shot boundaries are an ideal candidate—they can be
detected efficiently using robust, proven algorithms. The shot-length signature
is described in detail in the following section.

Preliminary experiments demonstrated that the shot-length signature is
suited to fast retrieval, but was not sufficiently discriminatory for use with
very short queries, or with queries that contain less than four or five shots.
This observation led to the development of two content-based signatures: the
color-shift signature, and the centroid-based signature. These are less compact
than the shot-length signature, but include substantially more information,
making them more suited to short queries and to clips that contain relatively
few shots. The color-shift method uses color distributions in the video frames
to produce a signature that represents the change in color in the clip over time.
The centroid-based signature represents the spatial movement of the lightest
and darkest pixels in each frame over time. It is simple to determine a priori
when the shot-length method is likely to fail, so the centroid-based or color-shift
signatures can be used in these situations.

Preliminary experiments with these new signatures determined that they
are each suited to particular types of queries. The color-shift signature, for ex-
ample, is (unsurprisingly) less effective for black-and-white content, while the
centroid-based signature is affected by degradations affecting pixel luminance.
While it is generally possible to predict which method is most likely to be suc-
cessful, a method that is effective in all situations is desirable. To address this,
we developed the combined signature. This signature uses evidence from both
the color-shift and centroid-based signatures to produce a composite signature
that exhibits many of the strengths of each of the constituent signatures.

3.1 Shot-Length Signature

The shot-length method exploits the observation that almost all videos are pre-
pared manually from distinct shots, resulting in any given clip having a unique
pattern of edit operations. While there is room for improvement in detecting
more complex transitions, such as dissolves and wipes, standard techniques for
cut detection are robust. By segmenting the video into shots using a reliable
cut detection algorithm, we can determine the length of each shot. Both the
query clip and the data (whether this is one clip or many) are processed with
the same cut-detection algorithm to produce a signature for the content.

Modern cut-detection algorithms are relatively reliable, but errors are still
made. For example, a common weakness of cut-detection algorithms is that they
are sensitive to lighting changes and fast object or camera motion. However,
while these examples undoubtedly represent errors in cut detection, they do
not necessarily have a detrimental effect on the cut-based signature presented
here. Intuitively, if, for example, a sudden flash of light causes a cut to be marked
at a particular point in a video sequence, it is likely that the same event in a
copy of this sequence will result in the same erroneous cut to be identified.
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Essentially, what is required for accurate matching of video sequences is a
series of events that can be reliably identified. A cut is an ideal event as it
can be identified using fast, reliable algorithms. Cut detection is insensitive to
changes in color, intensity, bit rate, and resolution. Existing cut-detection algo-
rithms can reliably determine the position of a cut to within one frame (around
30 to 40 ms) [Lienhart 2001]. Conceivably, this slight inaccuracy could cause
difficulties when matching sequences that are recorded at different frame rates,
as the intervals between cuts may be slightly different. Approximate matching
techniques, such as those described in the following section, are designed to
avoid the problems caused by such inaccuracies.

We used a color-histogram-based cut-detection technique in the uncom-
pressed domain in our experiments, with a dynamic threshold to reduce in-
accuracies caused by changes in the amount of camera motion. The procedure
used for producing the shot-length signature is as follows:

(1) Process the video to detect cuts by
(a) decoding the video frames sequentially; we used a modified version of

the mpeg2dec video decoder for this task;
(b) computing color histograms for each frame; to avoid colorspace conver-

sion, we used a YCrCb histogram; 24 bins were used for the luminance
channel, and 12 for each of the chrominance channels, resulting in a
vector of 48 values in the histogram;

(c) computing histogram differences for each pair of adjacent frames;
the Manhattan distance measure is ideal, due to its computational
simplicity;

(d) comparing each histogram difference with an adaptive threshold to de-
termine the presence of a cut.

(2) When a cut is identified, count the number of frames since the previous cut.
(3) Convert the number of frames to an elapsed time in milliseconds.
(4) Append this value to the signature.

Typical broadcast video contains cuts at the rate of around 1200/h, so the
data can be reduced to a signature of around 5 kB (uncompressed) for each
hour of video. The following is an example of a typical shot-length signature,
which represents a 60-s video clip using only 27 scalar values:

1480, 3920, 10880, 3080, 2240, 80, 1360, 80, 1240, 1200, 720, 600,
360, 360, 360, 280, 200, 160, 160, 1880, 15640, 840, 4120, 1480, 4520,
1920, 560.

Since the shot-length signature uses a small amount of information from
the clips being compared, it is expected that the effectiveness of retrieval using
this signature will be lower than more computationally expensive approaches,
such as frame-by-frame comparison of visual features. It is likely, however,
that the shot-length signature will be fast to search due to its compactness.
The robustness of cut-detection algorithms also indicates that this signature
type will be relatively insensitive to degradation of the video.
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3.2 Color-Shift Signature

Previous attempts at coderivative identification have used direct comparison
of color features between clips to determine similarity. The color information
that is present in a video clip is a valuable feature for video matching, but this
approach is sensitive to degradation and color changes between the clips, and
is expensive to compute. The color-shift signature proposed here uses the color
information in the video, but avoids direct comparison by using the change in
color, rather than the color itself, to represent the video.

Using small samples of video, we analyzed a wide range of properties to iden-
tify which of them were stable under degradation. An example of this kind of
analysis is shown in Figure 1. We observed that, while the absolute color values
were subject to various forms of degradation, the magnitude of the change in
color between frames in the same clip was much more robust. In our method,
the change in color between two frames is represented as a single scalar value.
We computed a color histogram for each frame, and calculated the distance
from a similar histogram for the previous frame to produce each symbol in the
color-shift representation.

The first stage in producing the color-shift signature is to calculate a color
histogram for each frame. We used 16 bins for each of the three color channels
(luminance, red chrominance, and blue chrominance for YCrCb encoded video).
While any number of bins can be used, in preliminary experiments we found
that 8 or 16 bins gave the best results in practice. These histograms were then
normalized according to the video resolution to allow accurate comparison of
clips encoded at different resolutions.

To illustrate the process of computing the color-shift representation, we used
a color histogram with four bins per channel. The resulting color histograms
for an example sequence are shown in Table I.

A distance measure was then used to calculate the change in color between
adjacent frames. There are several potential measures. When comparing them,
it is necessary to normalize the reported distances from each, to produce values
in the same order of magnitude. This ensures that the scoring methods work
equally well on all signatures. We normalized the values to fall in the range
0–200.

The intermediate stage of calculating the difference between the adjacent
histograms for the example sequence is shown in Table I. For this example,
we have used the Manhattan distance, producing the representation shown in
the far-right column of Table I. To summarize, the method used to produce a
color-shift signature is as follows:

(1) Decode the video frames sequentially as before, to produce color histograms
in YCrCb colorspace.

(2) Compute histogram differences for each pair of adjacent frames. There are
many vector distance functions that can be used for this task. In Section 5
we compare effectiveness of Manhattan distance, Euclidean distance,
histogram intersection, binwise histogram intersection, and chi-squar
measures.

(3) Append the histogram distance to the signature.
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Fig. 1. Color-shift signature differences. The color-shift signature for a 10-s video clip (a) shows
several peaks. When the difference between symbol values is computed with a degraded version of
the same clip, the high values are canceled out (b). In contrast, when compared with an unrelated
clip, the peaks from the original signature, as well as new peaks from the second signature, can be
observed (c).
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Table I. Histogram Differences (YCrCb histograms are computed for the
example video sequence and a vector distance function is used to
compute histogram differences. The histogram differences for an

example video sequence are shown here. The right-most column shows
the final color-shift representation of the example video sequence, which

consists of a single integer value for each frame in the clip.)

Difference histogram
Manhattan

Frame no. Y Cr Cb Distance
0 [12, 4, 8, 18] [3, 19, 16, 6] [17, 14, 10, 1] 128
1 [ 2, 4, 2, 4] [3, 1, 6, 2] [ 5, 0, 2, 3] 43
2 [ 1, 1, 1, 3] [1, 2, 1, 2] [ 2, 1, 1, 0] 16
3 [ 2, 1, 2, 1] [0, 2, 0, 2] [ 1, 0, 2, 1] 14
4 [13, 3, 18, 2] [6, 8, 1, 1] [ 6, 2, 2, 6] 68
5 [ 0, 2, 3, 1] [3, 2, 3, 2] [ 1, 1, 1, 1] 20

This method is used to create representations for both the query and the
data to be searched. The amount of storage required is around 180 kB/h of video
data. The query is evaluated using methods described later. The following is an
example of a color-shift signature for a typical 5-s query:

5, 2, 2, 3, 4, 0, 5, 0, 0, 118, 6, 5, 4, 7, 4, 2, 4, 2, 5, 9, 6, 7, 4, 3, 3, 2, 35,
3, 4, 2, 4, 4, 3, 5, 8, 7, 6, 5, 5, 4, 8, 8, 23, 12, 19, 27, 10, 26, 25, 26.

A visualization of a color-shift signature suggests that this representation
is likely to be effective when identifying coderivative video content in practice.
Figure 1(a) shows the color-shift signature for a short clip. The vertical axis
shows the value of the symbols in the signature. Most of the symbols are in the
10–30 range, with a few peaks exceeding 40. The second graph in this figure
shows the result of subtracting symbol values for a degraded version of the
same clip. All of the high peaks in this graph are eliminated, with most symbol
differences being in the range 5–10. The third graph shows the symbol differ-
ences when the original signature is compared with an unrelated clip. Peaks
from both signatures are present in this graph, showing that the clips are sig-
nificantly different. This demonstrates that the color-shift signature contains
sufficient information to determine coderivation.

Since the color-shift signature retains substantially more information about
the content of the clips being compared than the shot-length signature, it is
likely that retrieval using this representation will be more effective. The color-
shift signature, however, is less compact than the shot-length representation,
so longer search times can be expected. Searching video using the color-shift
signature is still more efficient than frame-by-frame comparison of feature vec-
tors, though the latter method is likely to be more effective, especially when the
content has not been degraded.

3.3 Centroid-Based Signature

Our centroid-based method produces a video representation based on a simple
motion detection algorithm that attempts to estimate the movement of areas
of luminosity from frame to frame. The underlying intuition is that motion
estimation should be a viable representation of the video, as it is generally not
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Fig. 2. Centroid motion. The centroids of luminance vary substantially over this sequence of three
frames. The bright region in the lower-left balances the bright parts of the person’s face in the first
frame, resulting in a light centroid positioned to the left of the face. The bright region disappears in
the next frame, resulting in the light centroid shifting to the right. Another bright object appears
in the final frame, causing the centroid to shift back again.

perceptibly affected by changes in video quality. Our expectation is that this
should make it a robust method for evaluating similarity between degraded
clips.

Existing motion estimation algorithms, however, are computationally ex-
pensive. Block motion estimation, for example, requires that each frame be
segmented into small regions (blocks) and motion estimated for each block in-
dividually. In addition to computational cost, many existing algorithms are
intended to represent either camera motion or object motion in the video.
The algorithm introduced in this section represents overall motion in the clip,
so both camera motion and object motion have an influence the signature
produced.

The algorithm that we propose for estimating the motion between frames is
not suitable for the range of applications that block motion estimation is used
for, such as video compression. However, it is substantially less computation-
ally expensive and is insensitive to video degradation—an important property
for the application considered in this article. As well as being expensive to com-
pute, preliminary investigation suggests that motion direction is ineffective as
a feature for coderivative identification. For this reason, we use the magnitude
of the motion vector, rather than the direction, to compute the centroid-based
signature.

To produce the centroid-based signature that we propose, two motion vectors
are calculated for each frame: one for the darkest pixels and the other for the
lightest pixels (as determined by the luminance value). The centroid of each
of these collections of pixels is determined, and the position of the centroid is
compared to the position of the corresponding centroid in the previous frame.
Figure 2 illustrates the motion vectors of the light pixel centroids over a se-
quence of three frames. In the first frame, the centroid is positioned to the left
of the person’s face. Changes in luminance values in the second frame cause
the centroid to shift to the right. Finally, in the third frame, the centroid moved
toward the left of the frame again.

The locations of the dark and light centroids are determined by identifying
the lightest and darkest 5% of pixels in each frame, and calculating an average
of the x and y coordinates to produce the location of the centroid, which is then
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Table II. Centroid Representation (Once the centroids
are located, the magnitude of the movement for each

centroids is computed. In this example the magnitudes
are combined to produce the example the centroid-based

signature for the video sequence.)

Dark Light Final
Frame no. Movement Movement Representation
0 0 0 0
1 12 11 23
2 6 8 14
3 4 8 12
4 208 56 264
5 9 7 16

normalized according to the size of the frame. Using a fixed number of pixels is
undesirable, as the position of the centroid could change substantially when the
resolution is altered. For each frame, the Euclidean distance from the previous
position is calculated for each of the two centroids.

To summarize, the centroid-based video signature is produced as follows:

(1) Decode the video frames sequentially. We used the same modified mpeg2dec
video decoder as was used for the color-shift method.

(2) For each frame, locate the bright centroid of luminance by
(a) identifying the pixels in the image that have the highest luminance lev-

els; We limited the number of pixels used to 5% of the pixels in the image;
this value was selected to ensure that the brightest pixels will still be
included, even if the overall luminance of the image is shifted; a heap
data structure alleviates the need for sorting the pixels for this task;

(b) locating the centroid of the most luminant pixels by computing the
median horizontal and vertical position of these pixels.

(3) Calculate the Euclidean distance from the bright centroid in the previous
frame.

(4) Normalize this distance according to the resolution of the image.
(5) Locate the dark centroid by repeating this procedure using pixels with the

lowest luminance levels.
(6) Combine the distances using a simple function such as sum or product.
(7) Append the combined value to the signature.

The final representation consists of a sequence of integers representing the
distance these centroids have moved between adjacent frames, as shown in
Table II. Using 2 B/frame, which is sufficient to represent the movement of the
centroids, this representation requires about 180 kB/h of data. An example of
a centroid-based signature is as follows.

7, 0, 9, 1, 6, 5, 4, 11, 1, 2, 73, 4, 3, 2, 4, 3, 2, 1, 1, 3, 8, 0, 2, 4, 2, 1, 2,
48, 2, 2, 3, 1, 4, 7, 4, 7, 2, 1, 3, 5, 11, 6, 3, 9, 14, 7, 14, 18, 23, 23, 31.

Figure 3 shows a similar visualization to that shown for the color-shift signa-
ture above. The first graph shows the centroid-based signature for a 10-s video
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Fig. 3. Centroid signature differences. The centroid-based signature for a short clip (a), shows
many low values, and a few high peaks in this visualisation. When the difference is computed
between this signature and the signature for a degraded version of the same clip, the high peaks
are eliminated (b). When compared with an unrelated clip, however, the symbol differences show
many high values (c).
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clip, which exhibits many low values and a few peaks. When compared with
a degraded version of the same clip, these peaks are eliminated, leaving only
small symbol difference values (b). When the original signature is compared
with an unrelated clip, however, there are many high peaks, and a smaller
number of very low values. This demonstrates that the centroid-based signa-
ture is suitable for coderivative detection, and is likely to be successful when
automatic signature comparison methods are used.

Like the color-shift signature, the centroid-based signature contains one sym-
bol for each frame in the video, so the efficiency of query evaluation using either
method will be equivalent. The effectiveness of retrieval using the centroid-
based signature is also likely to be equivalent, since both representations retain
a similar amount of information about the clips being compared. Since neither
of these representations rely on direct comparison of visual features, we expect
that they will be less sensitive to degradation than previous methods, such as
frame-by-frame comparison of color features, although the latter is likely to be
substantially more effective for nondegraded content.

3.4 Combined Signature

The final signature type that we propose is a combined signature. Given that
the color-shift and centroid methods use different properties of the video to
produce a signature, it seems likely that these signatures will be effective in
different circumstances. For example, given certain camera actions, such as
dolly or rotation, the color distribution in the frame may remain relatively
static, despite the camera movement; however, the centroids of luminance are
likely to change. Similar situations exist that could have the opposite effect—
footage of a moving object on a static background of similar luminance levels
may cause minimal changes to the centroids of luminance, but the color balance
could be affected.

By using evidence from both of these signature types, it is possible that a
signature could be developed that has the strengths of both the color-shift and
centroid signature types, without being affected substantially by their respec-
tive limitations. There are many ways that these signatures could be combined:
products or sums of the symbols are two possibilities. However, we simply in-
terleave the symbols produced by the two constituent signatures to produce the
combined representation.

By combining the centroid-based and color-shift signatures in this way, a new
signature is produced that uses two symbols to represent the change between
each pair of frames. The combined signature does not distinguish between these
two symbols—it would be possible, for example, for a symbol from the color-shift
signature to be matched against a symbol from the centroid-based signature.
Matches between symbols representing different features, however, are likely
to be isolated. Color-derived symbols tend to be in different ranges to centroid-
derived symbols for a given frame, so misalignment between these symbols is
rare. The process of combining the signatures is illustrated in Figure 4.

This method of combining evidence has an overhead: the signature produced
is double the length of the color-shift or centroid-based signatures. While this
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Fig. 4. Combined signature. The combined signature is created by interleaving symbol values
from the color-shift and centroid-based signatures. This produces a signature that contains two
integers for each frame in the sequence.

does not affect the complexity of the retrieval algorithm, twice as much data
must be searched, resulting in greater query evaluation times. We expect, how-
ever, that the increase in efficacy will justify this additional cost.

3.5 Other Alternatives

As part of this research, other methods of this kind were explored, but were
discarded after preliminary experiments. One of these was the centroid of pix-
els with luminance values closest to the average in each frame. In preliminary
experiments we found this method to be expensive and we observed no improve-
ment in effectiveness over the methods described above.

In all of the experiments using the centroid-based signature presented in
this article, we used 5% of the pixels to compute the light and dark centroids.
We also investigated variations of the centroid-based signature using 1%, 10%,
and 20% of the pixels, but we found that these were less effective in preliminary
tests, so they were disregarded. We propose the use of the Euclidean distance to
determine the magnitude of the centroid movement between frames. We inves-
tigated other methods for calculating this distance, including the Manhattan
distance, but found the Euclidean distance to be more promising, albeit by a
small margin.

Another signature that we considered used the direction of the centroid
movement rather than the magnitude, but we found this approach to be rather
sensitive to changes in the video. For example, minor degradation of the video
could cause the centroid to shift by a few pixels. If this centroid is close to the cen-
troid in the previous frame, then the shift of a few pixels could substantially af-
fect the direction of the motion vector, though the magnitude would change only
slightly.

4. VIDEO SEARCH USING APPROXIMATE STRING MATCHING

Finding coderivatives using our video signatures requires a search method
that is capable of efficiently comparing signatures to accurately locate sim-
ilar sequences. In this section, we describe a novel technique for searching
video signatures, based on an approximate string-matching method called local
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alignment. Once signatures have been calculated for the data being searched
and the query clip using one of the methods described in Section 3, this approx-
imate string-matching technique can be used to align the query with segments
of the data in the collection. Sections of video in the collection are ranked ac-
cording to similarity to the query clip to allow the user to quickly identify the
most similar parts of the collection, as well as giving an indication of the degree
of similarity.

There are many difficulties in adapting local alignment to video search. Dy-
namic programming—the method we use for computing local alignment—has
been applied to video search before, but previous adaptations of this technique
have substantial limitations. Lienhart et al. [1997] described one approach for
using dynamic programming to locate coderivative regions in video streams,
but their proposal had two important weaknesses. First, the optimal alignment
was found by computing a distance between every frame in the query and
every frame in the data. This involved a computationally expensive vector
distance calculation for each pair, making query evaluation costly: queries
were reported to run in approximately real time. Second, similarity between
clips was determined according to the number of exact matches between
frame representations. Since color features are altered by processes such as
transcoding and analogue transmission, exact matches are unlikely in clips
that have been degraded, so the overall similarity of copies of a clip in different
formats is likely to be low. Naphade et al. [2001] proposed a similar adaptation
of dynamic programming, although their application was for semantic search
rather than coderivative detection. This method also required exact matches
between features for similarity to be identified, so it would likely be sensitive to
degradation.

Another method was proposed by Adjeroh et al. [1998]. This addressed the
efficiency problems in the above techniques by quantizing feature vectors into
a discrete set of symbols to compute an approximate alignment. Thus, the num-
ber of symbol comparisons was limited to the number of features used in the
representation. A more accurate alignment was then produced for candidate re-
gions using a similar method to that described by Naphade et al. [2001]. While
this method was likely to substantially reduce the cost of query evaluation,
it still required exact matches between symbols for regions of similarity to be
identified, so it was unlikely to be effective for identifying clips that have been
degraded or transcoded.

To evaluate queries efficiently, we use the compact signatures described in
the previous section to compute the similarity between clips. Since these sig-
natures use a small number of symbols to represent a video sequence, query
evaluation requires only a fraction of the number of operations of previous meth-
ods. In contrast to previous applications of dynamic programming, the methods
presented in this section do not rely on exact matches between the symbols
being compared. In early experiments we found that simplistic alignment us-
ing only exact matches was not successful. When video clips are subjected to
slight degradation, such as by a minor change to bitrate, the visual features are
altered.
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4.1 Applying Approximate String Matching to Video Search

With each of the representations described in Section 3, approximate string-
matching techniques can be used to locate parts of the collection that are similar
to the query clip. The query clip is preprocessed in the same way as the collec-
tion, producing an equivalent representation of the data to be identified. Each
of the representations described in the previous section produce a series of inte-
ger numbers representing the content of the video sequence. These sequences
can be aligned using a variation of local alignment.

Local alignment is widely applied to string-matching problems, where the
strings are comprised of symbols from a finite alphabet: similar sequences be-
tween the two strings are identified by comparing pairs of symbols to compute
an edit distance between the strings. In contrast, the video representations
that we describe consist of integer values that are uncapped. When applied to a
finite alphabet, the edit distance is usually scored using a simple metric, where
a match is awarded a positive score and a mismatch is awarded a negative
score. In our application, a more flexible way of computing the edit distance is
required, as nonidentical symbols may not represent a lack of similarity. For ex-
ample, in string-matching, the symbol “A” is considered to bear no similarity to
the symbol “B,” so a negative score would be awarded. On the other hand, when
comparing centroid movements, a distance of 99, while not an exact match, is
very similar to a distance of 100, so a positive score may be appropriate.

Alternative scoring systems can correct this limitation. We investigated sev-
eral scoring systems intended to address the problems caused by nonidentical
symbols. All of the systems awarded scores based on the absolute difference
between the symbol in the query and the symbol in the data. With each scoring
system, a positive score was given when the difference between the symbols
being compared was small or zero, and a negative score was given when the
difference was large.

4.2 Scoring Functions for Video Signature Matching

Key to the success of the alignment algorithm is the method used to determine
an appropriate score, given a pair of symbols. An important property of a scoring
function is the point at which a score of zero is awarded. When the difference
between the symbols exceeds a given value, a negative score is awarded, and
when the difference is less than this value, a positive score is given. We refer to
this point as the indecision point. In order to manipulate the indecision point,
the scoring functions include a scaling factor, k, that operates on the difference.
We refer to this scaled symbol difference as δ:

δ = k · |sq − sd |. (1)

The scaling factor, k, allows us to modify the indecision point without affecting
the magnitude of the scores awarded by the scoring function, and we demon-
strate the effects of doing this in Section 5.

4.2.1 Binary Scoring. The simplest scoring system presented here is bi-
nary scoring. In a traditional dynamic programming problem, a match between
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symbols would be awarded a positive score, and a mismatch would be awarded
a negative score. We awarded a score of 20 for a pair of matching entries in the
video signature, and a score of −5 for a mismatch. These scores were selected
to prevent individual mismatches from influencing the outcome of the scoring
process.

This scoring system is intended as a baseline. Because no allowance is made
for a near match, this scoring function is unlikely to be effective on material
where either the query or the data being searched has undergone degrada-
tion. Degradation of the video will cause slight changes in the color-shift and
centroid-based video signatures, which will prevent the matches from being
detected. It would also be likely to fail when used to compare shot-length sig-
natures of videos recorded at different frame rates, as misalignment by one
or two frames would be common but should not prevent a match from being
flagged. For example, in comparing video at 25 frames/s to video at 30 frames/s,
some shots will occur at slightly different times.

An extension to the binary scoring system would be to award a fixed positive
score for differences less than a given threshold, and a negative score for dif-
ferences greater than a second threshold. This would result in more effective
retrieval for nonidentical clips, however, the scoring functions described below
are more likely to be effective, so we have not tested this variation.

4.2.2 Linear Scoring. The binary scoring system is based closely on the
scoring methods used for many string-matching problems, in which symbols
are considered to either be identical, or have no relation at all. In the signature
data produced by the methods described in Section 3, however, this is not the
case. The linear scoring system, and all of the other scoring systems described
below, address this limitation by awarding a score that is proportional to the
magnitude of the difference in the symbols in the signatures. This allows for
some tolerance when the video has undergone changes and the signature varies
slightly.

The linear scoring system uses a simple linear function to award a score
based on the difference of the two symbols being compared:

S = 20 − 3 · δ

2
. (2)

From the maximum score of 20, we subtract the scaled symbol difference, δ. The
scaled symbol difference is multiplied by a factor of 3

2 , which alters the gradient
of the function in order to set the indecision point at 12. The choice of 12 as the
indecision point was somewhat arbitrary; it was made based on the results of
preliminary experimentation on small data sets, which demonstrated this to be
reasonably effective. It was expected that this scoring method would be more
effective than binary scoring, especially when searching for nonidentical clips.

4.2.3 Categorical Scoring. The categorical scoring system is tailored for
use with the shot-length signature. It awards high scores where the difference
in shot length is less than one frame, lower scores for a difference of two or
three frames, and a negative score where the difference exceeds five frames.
A difference of three to four frames is considered indeterminate, so a score of
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zero is used. This method is not likely to be effective with the color-shift or
centroid-based signature data.

4.2.4 Cubic Scoring. The indecision point of a scoring function represents
the point at which the similarity between two symbols is indeterminate—that
is, it can be considered neither a strong match nor a strong mismatch. At this
point, a score of zero is given. Conceptually, a symbol difference that is close to
the indecision point is not a strong indication of overall similarity between clips.
It is logical, therefore, that these differences should be awarded very low scores.
Extending this intuition, the scores awarded should increase exponentially in
both directions as the symbol difference moves away from the indecision point.
These attributes can be realized by using a cubic function to determine the
similarity score:

S = 20 − (δ − 10)3

50
. (3)

This function gives a maximum possible score of 20 for an exact match, and a
negative score for strong mismatches, while enabling the indeterminate range
to be quite large, which is useful for this application. As with the logarithmic
functions, the constants in this equation are included to ensure a maximum
score of 20, and an indecision point of 12.

4.2.5 Mean-Weighted Scoring. The previous scoring techniques produce a
score based on the absolute value of the symbols in the representation. For
example, when comparing the symbols 50 and 100, all the previous scoring
methods will consistently produce the same score, regardless of context. In
practice, it is more useful to determine the score according to the nature of
the content being examined. If the difference between a given pair of sym-
bols is 50, then this would be significant when the majority of the differ-
ences are less than 10, but insignificant when the differences frequently exceed
500.

Where mq is the mean value of all symbols in the query, the mean-weighted
scoring system defines the score according to the function below:

S = 2(2 − δ)
mq

. (4)

The outcome of this is that this scoring system is applicable to many dif-
ferent types of content. It is also likely to achieve good results with many
different video signatures, as different representations use symbols of varying
magnitudes.

5. MEASURING RETRIEVAL EFFECTIVENESS

In this section we explore the effectiveness of the proposed video matching
methods with a series of experiments. The first experiment explored the new
search methods introduced in the previous section using each of the signature
types described in Section 3. We tested each of the scoring methods and inves-
tigated several other parameters of the search algorithm to determine which

ACM Transactions on Information Systems, Vol. 24, No. 1, January 2006.



24 • T. C. Hoad and J. Zobel

variations are the most effective in practice, and to compare these results with
a baseline that represents the current state of the art. These tests were con-
ducted using a real-world dataset with a small selection of queries. We then
present a second experiment in which we selected a large number of queries
at random from a dataset and explored the effectiveness of the new methods
under varying levels and kinds of signal degradation.

5.1 A Baseline for Comparison

In order to evaluate the effectiveness of the new methods, a point of reference is
required. Section 2 describes the previous research in the area of video retrieval,
and identification of coderivative video. In selecting an appropriate baseline, we
first eliminated any methods that did not have the capabilities required for this
problem. Specifically, some of the methods described previously are unable to
identify a region of similarity in a long clip—that is, comparisons are performed
on a whole-clip basis. These are unsuitable for the problem addressed in this
article, so were disregarded.

Along with applicability to the task that we address, the other key consid-
eration is efficacy. Thus it is appropriate to compare our new methods to one
that demonstrates high retrieval effectiveness, possibly at the cost of efficiency.
To reflect this, we used a baseline method that uses color-histogram compari-
son on a frame-by-frame basis, which we judged to be the most robust of the
previous methods. This method is based on a combination of the ideas pro-
posed by Lienhart et al. [1997], Naphade et al. [2000], and Hampapur and Bolle
[2001]. We believe that is a plausible choice as it involves examining the video
in detail—our signature methods discard a great deal of information—while
being relatively insensitive to noise.

The technique used is as follows:

(1) Preprocess the data clip by
(a) decoding each frame sequentially; we used a customised MPEG-2

decoder1 for this task;
(b) computing a color histogram for the frame; we used a color histogram

in YCrCb colorspace, with 16 bins for each of the three channels; the
histogram was normalized according to the resolution of the image;

(c) writing the full histogram to a signature file; this allows the query to be
repeated, or other queries to be run on the same data without requiring
a full decode of the data clip.

(2) Preprocess the query clip in the same manner, storing the signature in
memory.

(3) Read the data’s signature file sequentially.
(4) Create a sliding window over the data signature, with the size of the window

slightly larger than the query. We used a window 130% of the size of the
query, to allow matches to be identified even when the frame rate is altered.

1The decoder used for this project was a modified version of mpeg2dec, which is part of the libmpeg2
project—an open source MPEG-2 video stream decoder library.
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(5) Use a distance function to compare histograms in the query signature to
those in the sliding window.

(6) Count the number of pairs where the distance is less than a fixed threshold.
The threshold value was selected according to effectiveness in preliminary
tests. This count was used as the similarity score for the current window.

(7) Shift the sliding window forward by one frame and repeat the last two steps
until the end of the signature file is reached.

(8) Select locally maximal scores. This reduces redundancy in the results and
emphasizes high-scoring regions.

(9) Sort all window positions according to the number of similar histograms
and output results. The output then consists of a ranked list of regions,
with the strongest matches listed first.

This algorithm is computationally expensive. Step 5 of the search requires |Q |×
|D| × |H| integer comparisons, where |Q | is the number of frames in the query,
|D| is the number of frames in the data, and |H| is the number of bins in
the image histograms. To alleviate this cost slightly, we considered only two
frames from each second of the data clip. This reduced the computational cost
by a factor of 10–15 (depending on the frame rate of the clip). Because we
still used every frame from the query clip, the effectiveness was not noticeably
affected.

5.2 Preliminary Experiments

In Section 3, we introduced four methods for building signature data for video
matching: the color-shift method, the centroid method, the combined method,
and the shot-length method. Several variants of the color-shift method and the
centroid method were proposed, each of which produces a different signature,
although based on the same properties of the video. In Section 4, we discussed
several methods of calculating similarity scores that can be applied to the align-
ment algorithm proposed for matching regions of similarity.

The first group of experiments that we present used a small number of
queries to explore the impact that these variables have on retrieval effective-
ness. These experiments compared the scoring methods, signature variations,
and indecision point. The results were then compared with the baseline method
described above.

In order to quantify the effectiveness of the techniques and variables that
are explored in this section, we use the measures precision and recall. These
measures are used in the information retrieval domain to evaluate the efficacy
of retrieval techniques [Baeza-Yates and Ribeiro-Neto 1999].

The results reported in this section showed average precision and recall
scores over all of the queries. The precision was recorded after n results, where
n was the number of correct matches for the given query that existed in the
data set. The number of correct matches was determined by exhaustive human
relevance assessment, which was possible due to the small size of the datasets
used for this experiment. Recall was measured after a maximum of 20 results,
or fewer in cases where fewer than 20 results were listed.
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5.2.1 Data Sets. We used two sets of test data (that is, two data clips) in
the preliminary experiments. We used a different set of queries for each data
set. Video was recorded at a resolution of 352 × 288 pixels at the PAL frame
rate of 25 frames/s (fps) and compressed using MPEG-1 at a bitrate of 1.2 Mb/s,
unless otherwise noted.

—Single query, multiple variants. The first data set was a 170-min clip recorded
from broadcast commercial television.2 The content was a movie, Star Wars:
Episode I The Phantom Menace, which was interleaved by 13 blocks of adver-
tisements, with a total of around 120 commercials. The data clip was 1.6 GB
when compressed using MPEG-1. The color-shift and centroid signatures
consisted of 256,467 symbols, while the shot-length signature consisted of
1430 symbols.

We chose one advertisement to use as a query in this dataset, which was
selected due to its being repeated five times over the duration of the clip. This
data set was used to explore the robustness of the methods as the data was
exposed to various methods of degradation. To represent this, we modified
the query as follows:
—Query 1 was the original ad with no modification.
—Query 2 had increased brightness.
—Query 3 had increased contrast.
—Query 4 was recorded at a lower bitrate, 125 kb/s.
—Query 5 was converted to a the NTSC frame rate (29.97 fps).
—Query 6 had analogue noise added.
—Query 7 had increased color saturation.
—Query 8 had reduced brightness.
—Query 9 had reduced contrast.
—Query 10 had reduced color saturation.
—Query 11 was recorded at a very low resolution, 96 × 80. pixels.

—Multiple queries, single variant. The second data set was a 180-min clip con-
sisting of a stream of video recorded during prime time from commercial
television. The content was comprised of a current affairs program and two
dramas. This clip required 1.8 GB when compressed with MPEG-1, and the
signature data was a little under 270,000 symbols using the color-shift and
centroid methods, and 1571 symbols using the shot-length method.

We chose seven commercials from the clip to use as queries, four of which
were 30 s long; the others were 15 s. Each query was chosen to represent a
different style of content, and preference was given to advertisements that
occurred more than once in the data set. There was a total of 15 occurrences
of the seven queries in the data.
—Query 12 was a 15-s advertisement for a furniture retailer that represented

a typical “sale” advertisement.
—Query 13 was for a food product and was delivered in a “documentary”

style.

2Under Australian copyright law, free-to-air broadcast material can be recorded and stored for
research purposes.
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Table III. Scoring Methods (The categorical scoring system was the
most effective in these tests, as indicated by the precision and recall
scores shown here. This was probably due to the higher indecision

point with this scoring function. The cubic and mean-weighted
scoring functions are likely to be more effective in practice.)

Color Shift Centroid Shot Length

Scoring Method p(n) r(20) p(n) r(20) p(n) r(20)
Binary 0.19 0.30 0.29 0.47 0.60 0.75
Categorical 0.76 0.79 0.61 0.71 0.66 0.77
Linear 0.19 0.30 0.29 0.47 0.60 0.75
Cubic 0.59 0.71 0.52 0.65 0.60 0.75
Mean-weighted 0.66 0.71 0.65 0.74 0.59 0.67

—Query 14 was for another food product, and attempted to appeal to a con-
sumer’s emotional needs.

—Query 15 was a short advertisement (15 s) for a fast food chain.
—Query 16 was for a car and was chosen for the fact that it contained only

two edits.
—Query 17 was also for a car, and represented the “cinematic” style of

advertising.
—Query 18 was a 15-s commercial for a department store, and was chosen

for its visual similarity to other advertisements in the clip.
Experiments on the two data sets were independent—that is, queries from

one dataset were not run on the other data set; however, the experimental
results shown below are an aggregate of queries 1–11 on data set 1 and
queries 12–18 on data set 2.

5.2.2 Scoring Methods. The first stage of experimentation compared the
effectiveness of the scoring methods described in Section 4.2. For each query, we
used an insertion and deletion penalty of 5, which effectively limits the penalty
that is applied by a mismatch between symbols. Table III shows the results
of these tests. The first column shows the average precision score for the 18
queries using each of the five variations of the color-shift signature. The second
column shows the recall score for the same set of tests. The next four columns
show precision and recall for the same queries, evaluated using the centroid
and shot-length methods. The combined signature was not tested, as these
experiments were intended to determine the optimal parameters for retrieval.
We show results of experiments using the combined signature in Section 5.2.6
below.

The first line of Table III shows the results for the binary scoring system. As
would be expected, the effectiveness of this scoring method was lacking, with
an average of only a little more than 50% of the correct regions reported in
the top 20 results, and just 30% in the top 20 when the color-shift signature
was used. The categorical scoring system however, shows an unexpected result:
this appears to be the most effective scoring system, with an average of 76% of
the correct matches reported in the top 20. The other scoring systems, with the
exception of binary scoring, have an indecision point of 12, while the categorical
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scoring system has an indecision point of 120. This was due to the fact that this
scoring system was designed to work with the shot-length signature to allow
a tolerance of a few frames difference between shot lengths. Interestingly, the
categorical scoring system was not substantially more effective with the shot-
length signature than with binary scoring.

To understand what properties are desirable in a scoring function, it is useful
to compare the effectiveness of the methods we tested. The linear scoring sys-
tem was more tolerant to slight mismatches than the binary system, so it could
be expected to be more effective; however these results indicate no improve-
ment. As expected, the cubic scoring system was substantially more effective.
This indicates that awarding high scores to identical matches, and dropping off
sharply as the difference increases, results in substantially improved effective-
ness. It also suggests that a wide range of near-zero scores near the indecision
point is beneficial, and that the magnitude of the penalty should continue to
rise as the symbol difference increases beyond the indecision point.

The mean-weighted scoring system performed very well, with an average of
71% of correct results identified in the top 20. The performance was particu-
larly good with the centroid signature, where it was the most effective of all the
scoring systems. The effectiveness was slightly lower with the color-shift signa-
ture, though the difference was marginal. The success of this method indicates
that it is useful to consider the nature of the signatures being compared—if the
symbols are generally small, then a small difference is significant, while if the
symbols values are high, a small difference is inconsequential.

From the results of this experiment, it is difficult to draw a conclusion as to
which scoring method is likely to be the best in practice. The categorical method
appears to be the most effective, but it is likely that this was due to the higher
indecision point. The effectiveness on this data set, however, cannot reasonably
be dismissed. Binary scoring performed poorly, as was expected, and this trend
is likely to continue with larger sets of data. Substantially more effective was
the cubic scoring system. The mean-weighted scoring system was quite different
from the rest, and this data demonstrates that it warrants further investigation.
The remainder of the experiments with this data set were conducted using the
three most promising scoring methods: categorical, cubic, and mean weighted.

5.2.3 Variations of the Color-Shift Method. To evaluate the comparative
effectiveness of each of the variations of the color-shift signature, we executed all
of the queries on their respective data sets, using categorical, cubic, and mean-
weighted scoring methods. For all of these tests, we used an indecision point
of 12, which was selected according to a cursory inspection of the distribution
of symbols in typical data. We used an insertion and deletion penalty of 5, to
prevent mismatches from dominating the scoring.

Table IV shows the effectiveness of the five variations. The Manhattan and
Euclidean distance both yielded very strong results, with an average of 90%
of the correct results listed in the top 20. The Euclidean measure showed
slightly higher precision, meaning that the correct results were more likely
to be listed in the top few. Histogram intersection and binwise histogram in-
tersection showed comparable performance, which is not surprising, given that
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Table IV. Variations on Color-Shift Method (Precision
and recall scores for queries 1–18 using each variation of

the color-shift signature. Manhattan distance and
Euclidean distance are both extremely effective, while chi

square performs poorly.)

Color-Shift Signature Variation p(n) r(20)
Manhattan distance 0.84 0.90
Euclidean distance 0.88 0.90
Histogram intersection 0.75 0.85
Binwise intersection 0.71 0.80
Chi square 0.17 0.22

Table V. Centroid Method Variations (Precision and
recall scores for queries 1–18 using each variation of
the centroid signature show that the light centroid is
the most effective for these queries. It seems unlikely,

however, that the light centroid would be any more
effective than the dark centroid in wider tests.)

Centroid Signature Variation p(n) r(20)
Light Centroid 0.82 0.86
Dark Centroid 0.44 0.63
Centroid Sum 0.65 0.75
Centroid Difference 0.58 0.76
Centroid Product 0.50 0.46

these two measures are largely similar. These two measures, however, were
unable to discriminate as strongly as Manhattan or Euclidean distance. Chi
square showed very poor results, with an average of only 22% of the results
being listed in the top 20, though the reasons for this are unclear.

Although Euclidean distance exhibited slightly higher precision than
Manhattan distance, the difference was marginal, so we selected Manhattan
distance for the remainder of our experiments due to the lower computation
costs.

5.2.4 Variations of Centroid Method. We used the same method to com-
pare the variations of the centroid signature as we used for the color-shift
signature—that is, we ran all 18 queries using categorical, cubic, and mean-
weighted scoring systems. We used insertion and deletion penalty of 5 and an
indecision point of 12. The results of these tests are shown in Table V.

This shows that the magnitudes of both light and dark centroid vectors were
effective discriminators, as were the sum and difference of the magnitudes.
The product of the magnitudes performed very poorly, which was likely due
to the fact that errors are amplified by the use of multiplication, while addi-
tion is more tolerant to small deviations. The centroid difference had roughly
equivalent recall to the centroid sum, but the precision using this method was
substantially lower.

Table V shows a marked difference in performance between dark and light
centroid vectors, but this was probably due to the small sample and no conclu-
sion should be drawn. Note that, while the sum of the two vectors sometimes

ACM Transactions on Information Systems, Vol. 24, No. 1, January 2006.



30 • T. C. Hoad and J. Zobel

Table VI. Indecision Point for Cubic Scoring (Cubic scoring is extremely sensitive to
indecision point. With an indecision point of 12, we observed that 82% of the correct
results can be identified in the top 20 with the color-shift signature. Changing the

indecision point to 9 results in only 2% of the correct results being identified. This is
not substantially superior to selecting a point in the clip at random, which has

approximately 0.2% chance of being correct.)

Recall(20) at Indecision Point (cubic scoring)

3 6 9 12 15 18 25 50 75 100
Color shift 0.44 0.13 0.02 0.82 0.05 0.00 0.00 0.00 0.00 0.00
Centroid 0.51 0.05 0.02 0.61 0.00 0.00 0.00 0.00 0.00 0.00
Shot length 0.00 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.02 0.02

Table VII. Indecision Point for Mean-Weighted Scoring (Mean-weighted scoring is
highly robust to changing indecision point; however, the optimal recall is achieved in

the indecision point range 9–15 for all three signature types.)

Recall(20) at Indecision Point (mean-weighted scoring)

3 6 9 12 15 18 25 50 75 90
Color shift 0.32 0.94 0.96 0.96 0.96 0.94 0.93 0.91 0.83 0.80
Centroid 0.34 0.69 0.84 0.84 0.83 0.83 0.80 0.77 0.65 0.64
Shot length 0.63 0.67 0.67 0.67 0.67 0.67 0.63 0.62 0.68 0.62

yielded a less discriminatory result than one of the vectors individually, it al-
most always gave a result at least as good as the weaker of the two individual
vectors. Despite the sum producing a slightly lower average than the light vec-
tor on its own, this observation suggested that it was likely to be more robust,
so we selected this variation for the remainder of our experiments.

5.2.5 Indecision Point. The final variable that we explored in this series of
experiments was the indecision point. We used an indel penalty of 5 for all 18
queries. Extensive preliminary experimentation demonstrated that this value
gave the most accurate results. We ran each query with all three signature
types using cubic and mean-weighted scoring, which we present separately.

Table VI shows the recall results for queries using the cubic scoring system.
This scoring system is extremely sensitive to varying the indecision point. Us-
ing an indecision point of 12, we were able to achieve an average of 82% of
the queries in the top 20. Changing this value by 3 in either direction had a
catastrophic effect on retrieval accuracy—with the indecision point set at 15
for the color-shift signature, only 5% of the results were correctly identified on
average, while, with the indecision point set at 9, only 2% were identified.

In contrast, the mean-weighted scoring system is insensitive to changes in
indecision point. The recall results for mean-weighted scoring are shown in
Table VII. The best accuracy was achieved using an indecision point between 9
and 12 for all three signature types; however, acceptable results were still
achieved with the indecision point as low as 6 and as high as 50. Similar pat-
terns were observed about query precision: the highest precision was achieved
in the same range, 9–15. The insensitivity to changing indecision point may
not appear to be a useful attribute for a scoring system, as the indecision point
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Table VIII. Comparison of Effectiveness
(When comparing precision and recall of all
five methods, we observe that all of the new

methods performed better than the
baseline, with the combined method

displaying the strongest result.)

Retrieval Method p(n) r(20)
Baseline 0.55 0.64
Color shift 0.94 0.96
Centroid 0.72 0.84
Shot length 0.59 0.67
Combined 0.99 1.00

can be set arbitrarily when executing a query. While this is true, the fact that
mean-weighted scoring is not substantially affected by using a suboptimal in-
decision point is an indication that it is likely to also be robust to different types
of data and different kinds of degradations and edits.

By comparing the results of the cubic and mean-weighted scoring systems,
we can observe that, given optimal selection of variables, the mean-weighted
scoring system achieved substantially higher accuracy than cubic scoring. For
this reason, as well as its robustness to differing indecision points, we used
mean-weighted scoring for the remainder of the experiments in this section.

5.2.6 Evaluation of Effectiveness. The previous sections explored varia-
tions of the signature types and alignment techniques that are proposed in this
article, but the question of how these methods compare with the current state
of the art has not yet been addressed. In Section 5.1 we described the method
that we used as a baseline for comparing these new techniques with current
approaches.

In order to draw a comparison with this baseline, we first selected the ap-
propriate variations of signature types and scoring systems that we found to
be most effective in previous sections. We used these parameters to execute
each of the queries on the two datasets. We compared these results with the
results of executing the same queries with the baseline method. We also com-
pared these results with those achieved using the combined signature type,
using the same parameters as were found to be successful with the color-shift
and centroid methods. A summary of these results is shown in Table VIII. The
baseline method identified approximately two-thirds of the correct answers in
the top 20 on average. The shot-length method had comparable results. The cen-
troid method performed much better than the baseline and shot-length meth-
ods, and the color-shift method was even more effective, with an average of 96%
of correct results listed in the top 20, and 94% of the top-n results being correct.
The combined signature method was substantially more effective than either
the color-shift or centroid methods. It correctly identified every instance of all
18 queries in the top 20, with all but one of these being listed in the top n.

In order to gain a more in-depth understanding of the comparative strength
of these methods, we used three additional measures for comparing retrieval ef-
fectiveness: highest false match (HFM), separation, and separation/HFM ratio
[Hoad and Zobel 2003b]. These measures are intended to compare retrieval
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methods where the precision and recall are close to 1.0. Ideally, a retrieval sys-
tem should not only find the correct matches, it should also be able to automati-
cally differentiate between correct and incorrect matches. These new measures
attempted to encapsulate the likelihood that a retrieval method could succeed
in this task.

The HFM measure reports the highest score, expressed as a percentage,
given to an incorrect match in the result ranking. The separation is the differ-
ence between the HFM and the lowest score given to a correct match in the
result ranking (the lowest correct match or LCM). Note that when precision
and recall are both 1.0 the separation will be positive, and, when precision is
less than 1.0, the separation will be negative. If the recall(m), where m is the
total number of answers reported by the retrieval system, is less than 1.0, then
separation cannot be accurately calculated, as the LCM is unknown. In cases
such as this, it is assumed that the LCM is some arbitrarily low score, such
as 5%. The third measure, the separation/HFM ratio (or simply ratio), is the
quotient of the separation and HFM. When this score exceeds 1.0, it is likely
that a simple filter could be used to discard all incorrect matches, while still
identifying all correct matches.

Further analysis of the results using these measures yields interesting re-
sults. The centroid and color-shift representations had a strong average HFM-
to-separation ratio, which was consistent with the high-precision and recall
scores discussed earlier. Although the average performance of these two meth-
ods was comparable, the color-shift representation was much more consistent,
with only query 10 causing significant difficulties. This is not surprising, given
that the color saturation in query 10 was reduced markedly, which would not
affect the luminance part of the color histogram but would have a dramatic
effect on the chrominance channels. The color-shift method would fail to iden-
tify, for example, a black-and-white version of a color movie. The most effective
method, however, was the combined signature. This method had the highest
average separation/HFM ratio and in many cases it was more effective than
either the color-shift or centroid methods.

Query 1 was easily identified by four of the five methods. The shot-length
method identified four of the five occurrences, but the fifth was missed entirely.
Further investigation revealed that this was due to a cut-detection error in the
data clip. Occasional cut-detection errors are likely to have a noticeable effect
on retrieval accuracy with the shot-length method when the query is short, as
a single mismatch contributes substantially to the alignment score when the
signature is only a few symbols long, as was the case with this query.

Queries 4 and 11 demonstrated the effect of dramatic reductions in bitrate
or resolution. These degradations had an effect on cut-detection accuracy, and
hence the effectiveness of the shot-length method was reduced. This was likely
to be less problematic with longer queries. The other methods were able to
cope with these degradations. Interestingly, the color-shift and combined meth-
ods achieved higher ratios with the low-resolution version (query 11) than the
nondegraded version (query 1), although the reason for this is unclear.

The effect of changes in frame rate was shown by query 5. While the ratio was
reduced substantially for the baseline and shot length methods, they were still
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able to list all the correct matches first. Early experiments with the shot-length
methods were unsuccessful at identifying the correct results for query 5, due to
slight mismatches in shot length caused by changing the frame rate; however,
this result indicates that this shortcoming has been resolved.

The presence of analogue noise, as in query 6, did not affect any of the new
methods; however, the effectiveness of the baseline method was substantially
reduced. Queries 2, 3, and 7–10, in which the color saturation, brightness, and
contrast had been altered, did not present significant problems for the new
methods, with the exception of the centroid method in the presence of changes
to brightness. This is intuitive, as changes to the brightness will have an effect
on the centroids of luminance. The increase in contrast in query 3 appeared
to have a positive impact on the combined signature method: for this query,
the lowest correct match was more than seven times higher than the high-
est false match. The baseline method was unable to cope with any of these
degradations.

Query 12 presented difficulties for all of the methods, with the color-shift and
combined methods being the only ones that identified all the correct matches
first, albeit with very low separation/HFM ratios. The reason for this is unclear,
as the sequence appears quite unique to a human viewer. Query 15 caused some
problems for the shot-length and baseline methods, which was likely due to the
length of the query. While most of the queries were 30 s long, query 15 was
only 15 s. This was related to the problems caused by query 16. This query
caused difficulties to the cut-based method due to the small number of cuts, but
also presented problems to the color-shift and centroid methods. In addition to
the small number of cuts, this query displayed a very static video sequence,
with no camera movement, and very little object movement. It was only with
the baseline method, which compares the color properties directly, that this
advertisement could be easily identified. The color-shift and combined methods
identified this query correctly, but with very low ratios. Similarly, query 18
presented problems when using the shot-length method, as it also contains
only a few cuts. The baseline method had difficulty with this query as well, but
this was due to the fact that there was another advertisement in the data which
was visually similar to this query (though advertising a different company). In
contrast, query 17 displayed several cuts and a wide range of both camera and
object motion. All five methods were able to identify this query.

From these preliminary experiments, it is evident that all of the methods
proposed are useful for identifying coderivative video data. It is also clear that
each of the methods has some shortcomings. The shot-length method, for exam-
ple, is unreliable when the query clip contains insufficient cuts; experimental
results suggest that five or six cuts are required to achieve good accuracy. The
color-shift and centroid methods, on the other hand, are inherently insensitive
to the number of edits in the query. These methods are significantly more ex-
pensive, in terms of storage requirements and query evaluation time, than the
cut-based method, but provide superior differentiation between correct and in-
correct results. The color-shift method is very robust, being sensitive only to
dramatic changes in color information in the query. The centroid method is also
robust, but because this method relies on identifying the centroids according
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to the luminance value of the pixels, it is sensitive to changes to these values.
The coupling of these two signatures results in the most robust and effective
method. In all but one case, the combined signature performed at least as well
as the lesser of the two constituent signatures, and in many cases the effective-
ness was substantially better than either of them. The baseline method, too,
has strengths. Each of the other methods relies, in some way, on the change in
the video over time. As a result, they tend to yield inferior effectiveness when
searching for clips which contain very little motion.

These preliminary experiments, however, were limited, both in the breadth of
queries and the size of the dataset. Section 5.3 investigates how these methods
performed on a large range of queries, subject to real-world degradations.

5.3 Robustness Experiments

The preliminary experiments enabled us to select scoring systems and other pa-
rameters that are likely to result in effective retrieval. In the following section,
we present the results of a series of experiments intended to assess performance
of these methods in an environment that is consistent with the realities of digi-
tal video. To achieve this, we experimented with queries of varying lengths, and
with degradations that are likely to be observed in practice. These degradations
include transcoding errors and changes to bitrate, frame rate, and resolution—
all of which are common in digital video. We compare all four of the pro-
posed signature types in this experiment: shot-length, color-shift, centroid, and
combined.

For the dataset in this experiment, we used a 141-min clip, recorded from a
commercial television station during prime time. The content of this dataset in-
cluded two sit-coms, which constituted approximately 1 h of the clip, and a talk
show, which made up the rest. The talk show included, among other things, two
live music performances and several interviews. This content was interleaved
with numerous advertisements and two news bulletins. The dataset was en-
coded in MPEG-1 at CIF resolution (352 × 288 pixels). Since the data source
was in PAL format, we retained the PAL frame rate of 25 fps for the dataset.
We encoded the data at 1200 kb/s—the data rate used for VCD encoding.

We selected 450 clips at random from the data to use as queries. This included
equal numbers of clips of 5, 10, 20, 30, 40, 50, 60, 90, and 120 s in length. By
sourcing the query clips from the dataset, we could be certain that every query
had at least one correct match in the data, and the position in the data from
which the clip was taken could be used as an “automatic” relevance judgment.
It is possible that some of the queries that we selected were from sequences
repeated in the dataset: that is, the query occured more than once. Because
human relevance assessment in this experiment was prohibitively expensive,
we were unable to identify these situations. We continued on the assumption
that each query occured exactly once in the dataset, so it was possible that
a match that would be judged correct by a human observer would be judged
incorrect by this system. It was unlikely, however, that more than a few of the
selected queries actually occured more than once, so the overall results should
not be substantially affected.
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Fig. 5. Shot misalignment. Randomly selected start and end points for queries extracted from a
data clip will result in a mismatch of shot lengths for the first and last shots in the query. It is
likely that this will have a detrimental impact on retrieval effectiveness.

For each result reported by the search functions, a start-time and score were
listed by the software. We considered a result to be a correct match if it had
any overlap with the region from which the query was extracted, with a small
tolerance, t. For these experiments, we used a tolerance of 1 s. Thus, given a
query of length l and the start time s of a matching sequence in the dataset, we
considered a match reported to begin at time m to be correct if s − l − t < m <

s + l + t. While this is a fairly broad tolerance, we found that when a correct
match was reported, it was usually much more precise. This is discussed further
in Section 5.3.6 below.

It is possible that random selection of queries will present problems for the
shot-length method, as it relies on accurate measurement of the intervals be-
tween edits in a clip. The randomly selected start and end points of the query
are unlikely to occur at shot boundaries, which will result in the query begin-
ning and ending with a fragment of a shot, as illustrated in Figure 5. To assess
the impact of this, for half of the queries, we aligned the beginning and end
of the clip to the nearest shot-boundary before extracting the query from the
data file. In cases where this altered the length of the query by more than 5 s,
the query was discarded and another selected at random. After alignment, the
queries ranged in length from 3.84 to 124.40 s.

To extract queries from the source, the selected clip was decoded, then reen-
coded using mpeg2enc—an open-source MPEG-2 encoder. The extracted queries
were reencoded using the same parameters as the dataset—1200 kb/s at 25 fps
and a resolution of 352 × 288. Degradation of query files involved reencoding
the extracted query using different parameters, again using mpeg2enc. When
degrading the query, all other parameters were unchanged. For example, when
reencoding video at 176 × 144, the bitrate remained at 1200 kb/s.

5.3.1 Sensitivity to Change in Bitrate. Some of the most common forms
of degradation in digital video are caused by a reduction in the bitrate used
to encode the clip. The use of different bitrates to encode a single video clip
is frequently seen in cinema content. Content is often captured at 80 Mb/s or
more, then reencoded at around 40 Mb/s for digital cinema projection, 4–6 Mb/s
for DVD, and 2–3 Mb/s for digital television. For unauthorized distribution, it
is often captured and transcoded at about 1.5 Mb/s for VCD, then even lower
for distribution on the internet—400–600 kb/s is not uncommon.

It is important, therefore, that any tool designed to identify copies of a piece
of content is still effective when the bitrate has been reduced. To assess the
effectiveness of our new methods when the bitrate was reduced, we transcoded
the extracted queries using five different bitrates and used them to search the
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Table IX. Color-Shift Signature (The results of the experiments using the color-shift
signature showed that the best results are achieved when the data is not heavily
degraded. The table shows the results for each query length under each level of

degradation. The first number in each triplet is the proportion of queries for which
the correct result was identified as the first match in the ranked list. The second and
third numbers show the proportion of queries for which the correct result was listed

in the top 3 and top 10, respectively. For example, the first triplet in the first row
shows that the correct result was listed first for 78% of the queries, while the correct

region was listed in the top 3 for 78% of the queries, and in the top 10 for 84%.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10

5 0.78/0.78/0.84 0.48/0.52/0.52 0.28/0.40/0.46 0.28/0.40/0.44
30 0.98/1.00/1.00 0.86/0.92/0.94 0.68/0.78/0.84 0.62/0.74/0.84

120 0.98/1.00/1.00 0.92/0.94/0.98 0.90/0.92/0.94 0.86/0.92/0.94
Total 0.96/0.97/0.98 0.82/0.85/0.88 0.65/0.73/0.80 0.62/0.70/0.77

nondegraded data clip. After extracting the query clip from the data, we encoded
it at 1200 kb/s. We then transcoded this clip at 600, 300, and 100 kb/s. Using the
MPEG-1 codec, video encoded at less than 600 kb/s is approaching unwatchable.
The use of very low bitrates in this experiment allowed us to explore the limits
of the methods that we tested.

Table IX shows the results of all the queries on this dataset using the color-
shift signature. Each triplet shows the proportion of queries for which the cor-
rect region was identified in the top 1, top 3, and top 10 ranked results. The
first column shows the results with query clips encoded at 1200 kb/s—the same
bitrate as was used in the data clip. Even for very short queries, the color-shift
method identified the relevant region of the data clip as the highest-ranked
result more than three-quarters of the time, and in the top ten 84% of the time.
As should be expected, the accuracy of this method increased proportionally to
the query length. For queries longer than 30 s, the correct region was listed
in the top 3 results for every query, and almost always as the highest-ranked
match. Of all 450 queries, the color-shift method listed the correct match first
96% of the time. In 11 of the 450 queries, the correct match was not listed in
the top 10. Only two of these cases, however, failed to list the correct result in
the top 100—both of these queries were 5 s long, and the correct results were
listed at positions 161 and 731.

Retrieval effectiveness suffers as the bitrate is reduced. Even at an extremely
low bitrate, however, the correct result was identified first 62% of the time, and
in the top 10 more than three-quarters of the time. Regardless of the bitrate,
the likelihood of finding a correct match increased with a longer query. It seems
probable that the correct region could be identified almost all of the time for
queries several minutes in length, even at extremely low bitrates.

Similar patterns can be seen when using the centroid-based signature on
the same queries. Table X shows the results of queries on this dataset using
the centroid-based signature. For very short queries that were not substantially
degraded, the centroid-based signature method identified 94% of the correct re-
gions as the highest-ranked result. Effectiveness improved for longer queries,
and all queries longer than 30 s were correctly identified as the highest-ranked
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Table X. Centroid-Based Signature (The results of queries using the
centroid-based signature exhibit similar trends to those observed using the

color-shift signature. This table shows the proportion of correct regions
listed in the top 1, top 3, and top 10 ranked results. The correct region was

listed as the first result for 98% of queries when the degradation was
minimal. As the degradation become stronger, the retrieval effectiveness
dropped—at 100 kb/s, 71% of queries had the correct match listed first.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10

5 0.94/0.96/0.96 0.40/0.54/0.66 0.34/0.48/0.58 0.32/0.44/0.56
30 1.00/1.00/1.00 1.00/1.00/1.00 0.90/0.96/0.96 0.86/0.92/0.96

120 1.00/1.00/1.00 1.00/1.00/1.00 0.94/0.94/0.96 0.82/0.86/0.96
Total 0.98/0.99/0.99 0.86/0.90/0.93 0.79/0.83/0.87 0.71/0.77/0.82

Table XI. Shot-Length Signature (Using the shot-length signature on the small
dataset was less effective than the color-shift or centroid-based methods. The

proportions of queries for which the correct region was listed in the top 1, top 3, and
top 10 ranked results using the shot-length signature are shown in this table. On

queries that had not been degraded substantially, the shot-length signature was able
to correctly identify only 14% of the 5-s queries as the strongest match, but for longer
queries, 82% were correctly identified. The shot-length method, however, appeared to
be insensitive to degradation: 64% of the queries were listed in the top 10 with only
minor degradation and 63% were still listed in the top 10 with the lowest bitrate.

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10

5 0.14/0.20/0.24 0.12/0.20/0.24 0.12/0.20/0.24 0.12/0.20/0.24
30 0.60/0.68/0.76 0.56/0.66/0.74 0.52/0.64/0.72 0.52/0.64/0.72

120 0.82/0.82/0.84 0.80/0.80/0.82 0.84/0.84/0.84 0.82/0.82/0.84
Total 0.55/0.60/0.64 0.54/0.60/0.64 0.53/0.58/0.62 0.53/0.58/0.63

result. Over queries of all lengths, the centroid-based method identified the
correct region as the first result 98% of the time. This method failed to iden-
tify the correct result in the top 10 in only five of the 450 queries. In four of
these cases, the correct match was listed in the top 30, and the fifth was listed
at 129.

Table XI shows the results using the shot-length signature on the same 450
queries. At first glance, these results seem much less satisfactory than the re-
sults achieved using the color-shift or centroid-based signatures. Only 24% of
the 5-s queries identified the correct region in the top 10, and only 14% as
the best match. These scores improved for longer queries—for 2-min queries,
84% were identified in the top 10, and in almost all of these cases the best
match was listed first. These results are still well short of those achieved us-
ing the other two signature types, but this is to be expected. A typical shot-
length signature for a 2-min query contains around 20 symbols, while the
equivalent color-shift or centroid-based signature contains about 3000 symbols.
Given a query containing a similar number of symbols (in typical broadcast
video, this would be about 2.5 h long), it is likely that the shot-length method
would achieve a level of effectiveness at least as high as either of the other
methods.
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Table XII. Combined Signature (Using the combined signature type
resulted in similar resulted as the other methods. Effectiveness improved

for longer queries, but dropped as the query bitrate was reduced.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10

5 1.00/1.00/1.00 0.54/0.66/0.68 0.44/0.56/0.60 0.40/0.50/0.58
30 1.00/1.00/1.00 0.98/0.98/0.98 0.82/0.92/0.96 0.82/0.86/0.92

120 1.00/1.00/1.00 0.94/0.98/0.98 0.92/0.98/0.98 0.92/0.98/0.98
Total 1.00/1.00/1.00 0.89/0.92/0.93 0.82/0.87/0.90 0.77/0.81/0.86

Another interesting observation is that the shot-length method did not ap-
pear to be substantially affected by changes to the encoded bitrate. For 2-min
queries, the results were identical for the 1200 kb/s and 100 kb/s queries.
Overall, 55% of the queries resulted in the correct region being listed first
when minimal degradation had occurred. When reduced to 100 kb/s, the shot-
length signature method was still able to identify 53% of the correct results
first.

The final signature type that we used for these queries was the combined
signature. The results of these queries are shown in Table XII. As with the other
three signature types, the retrieval effectiveness with this signature type was
higher for longer queries, and lower for more heavily degraded queries. Almost
all of the queries were identified as the strongest match when the degradation
was minimal. Again, retrieval effectiveness suffered as the bitrate was reduced;
however, even at the lowest bitrate, 98% of 2-min queries were still listed in
the top 3 results.

5.3.2 Sensitivity to Change in Resolution. Another property that is fre-
quently changed when the content is reencoded is the resolution. Digital cin-
ema, for example, is often encoded using the 2k resolution (2048×1556 pixels);
HDTV can be encoded at 1920×1080 or 1280×720 pixels; VCD uses 352×288
pixels3; and Internet streaming often uses even lower resolutions. A reduction
in resolution is usually performed to conserve bandwidth, so is generally asso-
ciated with a reduced bitrate. To isolate resolution as a form of degradation,
however, we used the same bitrate (1.2 Mb/s) for all resolutions.

The original video was encoded at CIF resolution (352 × 288). To evaluate
the effect of lowering the resolution, we reencoded the queries using QCIF
(176 × 144), SQCIF (128 × 96), and a very low resolution (64 × 48—a little
larger than a desktop icon). The lowest of these resolutions is rarely used in
practice; however, we included it to test the limits of accurate retrieval.

Table XIII shows the results of all 450 queries on the small dataset with the
queries encoded at each of these resolutions. The first column shows the re-
sults with queries at the original resolution. The second column shows results
at QCIF resolution. All of the methods showed some reduction in effectiveness
at this resolution, but the difference was quite small. The third column, using
SQCIF, shows that three of the methods were affected by this further reduction
in resolution (which contained less than one-eighth of the number of pixels as

3The quoted resolution is for PAL VCD. NTSC uses a slightly lower resolution—352 × 240.
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Table XIII. Sensitivity to Resolution Change (As would be expected, the retrieval
effectiveness for each of the methods is lower when the query is more severely

degraded. The shot-length signature method is less susceptible to changes in query
resolution than are the other methods.)

352 × 288 176 × 144 128 × 96 64 × 48

Signature Type Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10
Color shift 0.96/0.97/0.98 0.92/0.94/0.96 0.89/0.91/0.93 0.68/0.73/0.79
Centroid 0.98/0.99/0.99 0.77/0.82/0.86 0.57/0.62/0.70 0.37/0.42/0.47
Shot length 0.55/0.60/0.64 0.54/0.58/0.63 0.52/0.57/0.62 0.48/0.52/0.56
Combined 1.00/1.00/1.00 0.94/0.96/0.97 0.88/0.90/0.93 0.58/0.67/0.74

Table XIV. Sensitivity to Frame Rate Change (Changes in frame rate have a
noticeable impact on retrieval effectiveness. The color-shift, centroid, and combined

methods appear to be affected fairly equally regardless of the frame rate chosen. While
the shot-length method is not sensitive to changes in bitrate or resolution, changes to

the frame rate have a substantial impact.)

25 fps 24 fps 29.97 fps 30 fps

Signature Type Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10 Top 1 / 3 / 10
Color shift 0.96/0.97/0.98 0.90/0.91/0.94 0.88/0.90/0.93 0.88/0.90/0.92
Centroid 0.98/0.99/0.99 0.94/0.95/0.96 0.92/0.92/0.94 0.91/0.94/0.95
Shot length 0.55/0.60/0.64 0.38/0.46/0.53 0.30/0.36/0.46 0.30/0.36/0.46
Combined 1.00/1.00/1.00 0.95/0.96/0.96 0.94/0.95/0.96 0.94/0.95/0.96

the original). The shot-length method does not appear to have been substan-
tially affected by this change. A further reduction in resolution, shown in the
final column, had a dramatic effect on the effectiveness of the color-shift, cen-
troid, and combined signature methods, but, again, the shot-length method was
affected only slightly.

5.3.3 Sensitivity to Change in Frame Rate. Frame rate is another property
that is often changed when video is reencoded. The effect of changing the frame
rate is not as noticeable to a human viewer as changes to bitrate or resolution;
however, it has the potential to affect signature alignments substantially, by
introducing repeated frames into the video sequence, which will cause inser-
tions in the signature alignment. Changes to the frame rate will also affect the
shot-length method: altering the frame rate is likely to change the length of a
shot. In most cases, the change will be a few tens of milliseconds; however, this
is enough to result in an inexact match rather than an exact match.

The results of these tests are shown in Table XIV. Changes to the frame
rate have a noticeable effect on retrieval accuracy for all four signature types.
With the color-shift method, for example, the proportion of correct results in
the top 10 dropped from 98% to 94% when the frame rate was changed from
25 fps to 24 fps. Changing the frame rate to 29.97 fps had a more noticeable
impact, but the result was almost identical to that achieved using 30 fps. The
shot-length method was found to be very resilient to changes in bitrate and
resolution, but changes to frame rate had a much stronger effect. The hit rate
dropped from 64% in the top 10 to 53% when the query was reencoded at 24 fps,
and to 46% using 29.97 or 30 fps. It is unlikely that these changes affected the
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Table XV. Effects of Query Alignment on Shot-Length Method (Aligning queries to the
nearest shot boundary had a positive effect on all of the signature types, but the effect
was most noticeable with the shot-length signature. Each pair of values in this table

shows the proportion of correct results listed as the highest-ranked match for
nonaligned and aligned queries at different bitrates.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Random/Aligned Random/Aligned Random/Aligned Random/Aligned

5 0.04 / 0.24 0.04 / 0.20 0.04 / 0.20 0.04 / 0.20
30 0.44 / 0.76 0.36 / 0.76 0.32 / 0.72 0.32 / 0.72

120 0.68 / 0.96 0.68 / 0.92 0.68 / 1.00 0.68 / 0.96
Total 0.33 / 0.77 0.33 / 0.75 0.32 / 0.75 0.31 / 0.74

accuracy of the cut-detection algorithm, but the length of the detected shots
would have been slightly different after changing the frame rate. This would
result in lower scores being awarded to matching shots, resulting in less dis-
crimination between correct and incorrect matches.

5.3.4 Impact of Query Alignment. The results presented in the above sec-
tion suggest that the shot-length method is substantially inferior in retrieval
accuracy to the other three signature types. There are two likely explanations
for this observation. First, the shot-length signature uses much less informa-
tion to determine coderivation, which results in poor effectiveness for very
short queries. Second, random selection of queries results in truncated shots
at the beginning and end of each query, causing mismatching symbols in the
signature.

To determine whether this is a significant limiting factor, we aligned half of
the queries to the nearest shot boundary as described in Section 5.3, so that the
query would contain only whole shots. Table XV compares the results of each of
these two sets of queries (nonaligned and aligned). Each pair of results in the
table shows the proportion of queries for which the correct match was ranked
highest for nonaligned and aligned queries. The table shows the results for
each bitrate used in our experiments to determine what effect query alignment
has at different levels of degradation. For example, with 5-s queries encoded at
1200 kb/s, 4% of the correct matches were listed first for the nonaligned queries,
compared with 24% of the aligned queries. This is a vast difference in accuracy,
but it is easily explained. An average shot in broadcast video is about 2 s, so a
5-s query is likely to contain only two to three shots. If the first and last shots
are truncated, the average query would be left with a signature containing two
erroneous symbols and, at most, one correct symbol. The two erroneous symbols
are likely to contribute more to the score than the one correct one, making a
positive identification unlikely.

Similar results were seen for all query lengths, and all levels of degradation—
the aligned queries were much easier to find than the nonaligned ones. In
short queries, the difference was frequently a factor of 5 or more between the
two groups. The difference was lower for longer queries, as the erroneous shot
lengths contributed proportionally less to the overall score.

In real applications, it is unlikely that the users would have the choice to
align their queries to shot boundaries, so an alternative solution is required.
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Table XVI. Shot-Length Signature Truncation (By removing the first and last
shots from the shot-length signature, the impact of truncated shots is reduced.

This table shows the proportion of queries for which the correct match was
listed first when the full shot-length signature was used, and when the first
and last shots were truncated. For example, for the 5-s aligned queries at

1200 kb/s, 24% of correct results were identified using the full signature, and
20% when the signature was truncated.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/sQuery
Length Full/Trunc. Full/Trunc. Full/Trunc. Full/Trunc.
Nonaligned queries

5 0.04 / 0.00 0.04 / 0.00 0.04 / 0.00 0.04 / 0.00
30 0.44 / 0.52 0.36 / 0.48 0.32 / 0.40 0.32 / 0.40

120 0.68 / 0.68 0.68 / 0.68 0.68 / 0.68 0.68 / 0.68
Total 0.33 / 0.40 0.33 / 0.40 0.32 / 0.37 0.31 / 0.37
Aligned queries

5 0.24 / 0.20 0.20 / 0.16 0.20 / 0.16 0.20 / 0.16
30 0.76 / 0.80 0.76 / 0.80 0.72 / 0.72 0.72 / 0.72

120 0.96 / 1.00 0.92 / 0.92 1.00 / 0.92 0.96 / 0.92
Total 0.77 / 0.77 0.75 / 0.75 0.75 / 0.72 0.74 / 0.72

One possible approach is simply to assume that the first and last shots in
a query are truncated, and therefore a hindrance to finding correct matches.
These shots are then dropped from the signature, and query evaluation uses
only the remaining shots. This is a compromise that is likely to have a negative
impact on retrieval accuracy for aligned queries, but a strong positive impact
on nonaligned queries.

Table XVI shows the effectiveness of this method. The top section of the
table shows that this has a positive effect on most nonaligned queries, but, for
very short queries, the effectiveness is reduced. It is likely that many of the
5-s queries contained only two shots, so dropping the first and last of them
leaves a zero-length signature. In all other cases, however, query effectiveness
improved. The improvement was less prominent in longer queries, as an align-
ment error has comparatively less impact on the overall score for the match. The
second part of the table shows the impact of truncating the signature on queries
that are already aligned to shot boundaries. The difference is noticeable on 5-s
queries, but, contrary to our expectations, did not have a significant impact on
longer queries. In a few cases, truncation of aligned query signatures actually
improved retrieval effectiveness, although the reason for this is not apparent.

It is also interesting to note the effect that alignment of the queries has
on other signature types. Table XVII compares the retrieval effectiveness for
nonaligned and aligned queries using all four signature types. Although the
most pronounced difference is observed when using the shot-length signature,
the other methods also benefited when the queries were aligned to shot bound-
aries. One possible explanation for this is that, during shot transitions, the
symbols produced by the centroid and color-shift methods will be high (as there
is substantial change in the frames). It is possible that degradations of the
queries results in these symbols being substantially different. This suggests
that all these methods could be improved with further investigation of scoring
methods.
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Table XVII. Effects of Query Alignment (Aligning queries to the nearest shot
boundary has a positive effect on all of the signature types, but the effect is

most noticeable with the shot-length signature. This table shows the
proportion of correct results listed as the highest-ranked match for nonaligned

(random) and aligned queries at different bitrates.)

1200 kb/s 600 kb/s 300 kb/s 100 kb/s

Signature Type Rand./Algn. Rand./Algn. Rand./Algn. Rand./Algn.
Color shift 0.95 / 0.97 0.73 / 0.90 0.52 / 0.78 0.48 / 0.76
Centroid 0.97 / 0.99 0.81 / 0.91 0.76 / 0.82 0.67 / 0.76
Shot length 0.33 / 0.77 0.33 / 0.75 0.32 / 0.75 0.31 / 0.74
Combined 1.00 / 1.00 0.85 / 0.93 0.75 / 0.88 0.70 / 0.84

Table XVIII. Comparison of New Methods with Baseline (All of the new methods were more
effective than the baseline method on the small dataset. This table shows the proportion of

queries where the correct result was listed first, followed by the proportion where the
correct match was listed in the top 10. While not as effective as the new methods, the

baseline method was not substantially affected by most of the degradations.)

Truncated
Color Shift Centroid Combined Shot Length Shot-len. Baseline

Top 1/10 Top 1/10 Top 1/10 Top 1/10 Top 1/10 Top 1/10
Original query (nondegraded)

1.00/1.00 1.00/1.00 1.00/1.00 0.60/0.73 0.67/0.76 0.22/0.47
Reduced bitrate
600 kb/s 0.82/0.96 0.91/0.98 0.93/0.98 0.51/0.71 0.64/0.73 0.27/0.47
300 kb/s 0.58/0.82 0.76/0.89 0.82/0.96 0.53/0.69 0.58/0.69 0.27/0.44
100 kb/s 0.53/0.78 0.67/0.84 0.78/0.89 0.53/0.69 0.58/0.69 0.27/0.44
Reduced resolution
176 × 144 0.98/1.00 0.73/0.82 0.98/1.00 0.56/0.71 0.67/0.73 0.22/0.44
128 × 96 0.93/1.00 0.51/0.67 0.96/1.00 0.56/0.71 0.62/0.73 0.29/0.49
64 × 48 0.69/0.89 0.40/0.49 0.60/0.73 0.53/0.69 0.58/0.69 0.02/0.02

Altered frame rate
24 fps 0.91/1.00 1.00/1.00 0.98/1.00 0.38/0.58 0.31/0.53 0.22/0.49
29.97 fps 0.89/1.00 0.98/1.00 0.98/1.00 0.27/0.49 0.31/0.53 0.22/0.49
30 fps 0.91/1.00 0.96/1.00 1.00/1.00 0.27/0.51 0.27/0.56 0.22/0.49

5.3.5 Comparative Effectiveness of Retrieval Techniques. To determine the
effectiveness of the new retrieval methods, we compared them to the baseline
method described in Section 5.1. Due to the computation cost of the baseline
method, we limited the number of queries to 45 for this comparison (five of each
length). Using all of the degradations, this resulted in 495 individual queries,
each of which took an average of 71 min to complete.

Table XVIII shows the results of these tests. The color-shift method, shown
in the first column, was found to be very effective in most situations. In the
presence of very pronounced degradation, the effectiveness of this method suf-
fered, though most of the queries were still listed in the top 10, even when the
query was reduced to 100 kb/s (78% listed in the top 10) or 64 × 48 pixels (89%
listed in the top 10).

The centroid method shows similar results, though the strengths of this
method are a little different. This method was less affected by changes to the
encoded bitrate, with 76% of correct results listed first for 300-kb/s queries,
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compared with 58% for the color-shift method. In contrast, the color-shift
method was more resilient to changes in resolution, with 93% of correct results
scoring highest for queries encoded at 128 × 96 pixels, compared with 51% for
the centroid method. The effectiveness of these two methods was comparable
when the frame rate was changed.

By combining these two signature types, the strengths of both are retained.
The combined signature works better than either of the other two when the
bitrate is reduced, and the effectiveness on reduced-resolution queries is similar
to the better of the two (the color-shift method). The combined signature is the
most effective of any of the methods tested.

The shot-length method is not as effective as the centroid, color-shift, or
combined signature methods for these short queries. Truncating the first and
last shots from the signature improves effectiveness somewhat, but it is still
well short of the accuracy achieved using the other methods. It is likely that
this discrepancy would be less apparent for very long queries (of several min-
utes or hours), as query signatures for short queries do not contain sufficient
information for accurate retrieval.

All of the new methods tested, however, are more effective than the baseline,
which was able to identify the correct matches in the top 10 less than half the
time, even when the query was not degraded. Since the baseline uses detailed
information about every frame in the query and compares these frames us-
ing established image comparison methods, it was expected that this method
would be substantially more effective than the new signature-based techniques,
though much slower. A possible explanation for this discrepancy was the na-
ture of the data clip being searched—the clip consisted largely of a talk show,
which contained many visually similar segments, such as relatively static shots
of the host. Given the similarity of these images, it is unsurprising that image
comparison techniques, such as the color histogram comparison used in the
baseline method, are unable to discriminate between them. It is probable that
other image comparison methods, such as region histograms, edge compari-
son, or color coherence vector differences would be equally ineffective. It is also
likely that this shortcoming would be noticeable in numerous other types of
content, including sports, game shows, and news broadcasts, as these genres
also include large numbers of visually similar sections.

Interestingly, the baseline method was not dramatically affected by most of
the degradations that we tested—the only exception being a dramatic reduction
in resolution. This suggests that the overall color distribution is not significantly
altered by these digital degradations, though the preliminary experiments in
Section 5.2 showed that analogue degradation does have a substantial impact
on the color. Transcoding the content using a different codec would also affect
the baseline method, as color information is often altered in this process.

The results presented in this section indicate that the new signature-based
retrieval methods are effective at identification of coderivative clips in real-
world data. Using the combined signature on queries with low to moderate
degradation, the correct regions were almost always listed as the highest-
ranking result. It is useful, however, to consider how well these methods
separate the correct and incorrect results. The separation/HFM ratio is a good
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measure of the strength of this separation. If the ratio is high, it would be trivial
to automatically eliminate the false matches, leaving only the correct regions.
Such a method could then be used to accurately identify all the coderivatives in
a collection or stream, and appropriate action could be taken without the need
for human intervention.

Using the combined signature, an average ratio of 2.5 or more was achieved
regardless of degradation. A ratio of 1 is sufficient to easily separate correct and
incorrect matches by automatic means, so, with the combined signature, this
would be trivial. The ratios using the centroid and color-shift signatures were
also high enough for automatic elimination of false positives in most cases. The
shot-length method was generally not sufficiently discriminatory for unsuper-
vised matching with the short queries tested in this experiment, although it is
likely that a satisfactory ratio could be achieved with longer queries.

In addition to being more effective, we found that the methods we propose
are substantially faster than the baseline. We used a larger dataset (23 h) to
evaluate the query execution time using the new methods with queries rang-
ing from 5 to 60 s in length. Using the baseline method, the evaluation time
averaged over 4 h. With the combined signature, queries took an average of
9 min, 18 s—25 times faster than the baseline. Queries on the color-shift sig-
nature data took an average of 2 min, 43 s and the centroid signature took
2 min, 24 s. Using the shot-length signature, query evaluation took an average
of 30 ms—nearly 3 million times faster than real time.

5.3.6 Query Exactness. As discussed near the start of Section 5.3, we con-
sidered a result to be a correct match if the region indicated has any overlap
with the known match in the dataset, with a small additional tolerance. For a
2-min query, this can result in a correct match being reported more than 120 s
before or after the actual occurrence. For many applications, this is sufficiently
exact to be considered correct, but for some tasks, especially where a high level
of automation is desired, this is insufficient. In practice, we found our meth-
ods to be substantially more exact than this tolerance requires. We refer to the
difference between the start time of an occurrence of a clip and the start time
reported by the retrieval algorithm as the exactness of a query.

The average exactness of the queries on this dataset is shown in Table XIX.
This table shows the average number of seconds difference between the actual
occurrence of a clip and the match reported by the query evaluation. The results
in this table are averaged over all of the queries that were correctly identified
using each technique. For the baseline method with nondegraded queries, for
example, this result is the average exactness for the 24 queries that were cor-
rectly identified. For the combined method, the result is the average exactness
for all 450 queries, as they were all identified correctly.

For nondegraded queries, the color-shift method had an average error of
0.12 s—three frames at the PAL frame rate used in these experiments. Even
better results were achieved using the centroid method, which identified
nondegraded queries within less than two frames, on average, and the combined
method, where the average error was just over one frame (0.05 s). Degradation
of the query reduced the exactness of these methods, with exactness tending to
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Table XIX. Query Exactness (While the tolerances used to determine whether a match is correct
were forgiving, we observed that the actual results obtained were significantly more exact. This

table shows the average error, in seconds, of the highest-ranked correct match (if any). In all
cases, the exactness of the match was affected by degradation to the query clip.)

Truncated
Color Shift Centroid Combined Shot Length Shot-len. Baseline

Original query (nondegraded)
0.12 0.07 0.05 4.01 6.08 5.15

Reduced bitrate
600 kb/s 0.74 0.29 0.25 4.21 6.06 5.36
300 kb/s 1.49 0.46 0.33 4.83 6.35 6.18
100 kb/s 1.81 0.92 0.59 4.86 6.49 6.52
Reduced resolution
176 × 144 0.20 0.51 0.10 4.11 5.92 5.58
128 × 96 0.38 1.62 0.16 4.32 5.77 6.64
64 × 48 0.55 4.76 1.03 5.55 6.62 0.55

Altered frame rate
24 fps 0.43 0.14 0.13 5.80 7.10 6.02
29.97 fps 0.63 0.17 0.18 6.63 8.09 6.30
30 fps 0.57 0.17 0.16 6.60 7.87 6.30
Average

0.68 0.85 0.29 5.00 6.59 5.82

follow the trends observed for retrieval effectiveness described in Section 5.3.5.
For instance, exactness for the color-shift method suffered most when the bi-
trate was reduced, while reduction in resolution had the most pronounced effect
on the centroid method.

The shot-length method was less exact than the other signature types, with
an average error of just over 4 s for nondegraded queries. In broadcast video,
such as the data used in this experiment, the average shot length is around 2 s.
The search algorithm actually reports the end-point of matching regions in the
data, from which the start-point is calculated. If queries were aligned with the
closest shot boundary to the actual end point, the average error would be around
2 s. Like effectiveness, the exactness using the shot-length signature was not
affected to the same degree as with the other methods. The worst result—6.6 s—
was just over 50% higher than the nondegraded queries, whereas the difference
between the worst result with the centroid method (4.76 s) and the nondegraded
case (0.07 s) was a factor of 68. As should be expected, the exactness of the
shot-length method when the first and last shots were truncated was lower. It
is probable that this could be improved simply by subtracting the length of the
first (truncated) shot from the start time reported.

The baseline method was comparable in exactness to the shot-length signa-
ture method. This outcome was expected, as pairs of frames that are consid-
ered to be matches by the baseline method are not necessarily the exact same
frame—it is more likely that they are a different frames from the same shot, or
even another nearby shot. This would result in misalignment of the reported
results.

Using any of the methods described, a postprocessing stage could be used to
perform a finer-grained alignment of a small section of the data being searched
in order to achieve a more exact result, but this has not been tested.
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5.3.7 Robustness Experiment Summary. The data used in these experi-
ments contains material that is, conceptually, difficult to search for coderiva-
tive content. The majority of the data clip consists of a talk show that contains
a large number of similar shots. This repetition is typical of a broad range of
broadcast television content, including sport, news and current affairs, docu-
mentaries, and situation comedies. It seems probable that repetition of visually
similar content would cause difficulties for retrieval methods that rely on com-
parison of visual features between clips such as the baseline method used in
this experiment. This intuition is confirmed by the poor effectiveness of the
baseline method in these tests.

The newly proposed methods easily outperformed the baseline method in
terms of query effectiveness, and the color-shift, centroid, and combined meth-
ods achieved substantially more exact results. It is clear that retrieval tech-
niques based on the patterns of change in the video content are reliable for
searching small collections such as this. In most cases, the new methods are
able to distinguish between correct matches and false matches with sufficient
separation for unsupervised matching.

6. CONCLUSION

We have proposed new methods for the coderivative search of video, introduc-
ing four new techniques for producing video signature data: the shot-length,
color-shift, centroid-based, and combined methods. Each of these use differ-
ent properties of the video to produce compact signatures. The most compact
signature—the shot-length signature—is based on the pattern of edits in the
video. It is fast to search and insensitive to changes in bitrate and resolution.
The color-shift signature captures the way in which the color in the frames
changes over time, making it more robust than existing feature-comparison
methods. The centroid-based signature represents the movements of the cen-
troids of luminance in the frames, capturing the motion in the clip using a
novel and efficient motion-estimation algorithm. Finally, the combined signa-
ture uses evidence from both the centroid and color-shift signatures to produce
a composite that has many of the advantages of each.

We also presented methods for searching these signatures, based on local
alignment. This efficient algorithm is capable of accurately identifying coderiva-
tive content even when it comprises only a small part of a long clip. The local
alignment algorithm makes use of a scoring function to determine similarity
between sequences of symbols; we introduced several scoring systems that are
applicable to coderivative search and compared their effectiveness. Experimen-
tal results using real-world data confirmed that the selection of scoring method
has a substantial impact on query effectiveness.

The methods we proposed were intended to address the limitations in ef-
ficiency and sensitivity to degradation that are present in existing solutions;
however, we also found that our methods were substantially more effective
than previous approaches, even when minimal degradation was present. In ex-
periments on a 2.5-h dataset, the most effective of the new methods correctly
identified 100% of the queries as the highest-ranked match. For the same test,
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the baseline method identified just 22%. Extending the results to include cor-
rect matches in the top 10 ranked matches, the baseline was still only able to
identify 47% of the queries.

While, in general, our methods were substantially more effective than the
baseline, each of them has specific strengths and limitations. The color-shift
signature method, for example, was effective when the resolution of the query
clip differed from the data being searched, but effectiveness suffered when the
bitrate was reduced. In contrast, the centroid-based signature was relatively
insensitive to changes in bitrate, but was less effective when the resolution was
altered. The combined signature method was less sensitive to changes in bitrate
than the color-shift method, but more sensitive than the centroid method. Sim-
ilarly, it was affected less by changes to resolution than the centroid method,
but more than the color-shift method. For queries that were not substantially
degraded, the combined signature method was more effective than either of the
other two. It is straightforward to determine, a priori, which of these methods is
likely to be most effective: if the bitrate of the query is low, the centroid method
should be used; if the resolution is low, the color-shift method is likely to be
better; if neither (or both) of these problems exist, then the combined signature
is likely to yield better results.

The level of effectiveness achieved using the shot-length method was sub-
stantially lower than these three methods. It seems likely, however, that for
queries longer than 10 or 20 min, the effectiveness would be comparable. In
these situations, the shot-length method would be a preferable solution, due
to the lower computation costs. The shot-length method is also insensitive to
changes in both bitrate and resolution. Changes to the query frame rate had
a significant impact on efficacy using this method—further investigation is re-
quired to develop techniques to address this limitation. It is likely that alternate
scoring functions could be developed for use when the frame rates of query and
data do not match.

The methods presented in this article are dramatically more efficient, robust,
and effective than previous approaches. However, further improvements may
be available. We tested a range of scoring methods for local alignment, but it
is likely that even more effective scoring functions could be developed with a
statistical approach using larger quantities of data. The audio tracks that are
associated with video content contain a substantial amount of information that
is likely to be useful as an additional indicator of similarity in many circum-
stances. Another area for further investigation is to use a two-stage approach,
with an initial search using the shot-length method to reduce the search space,
followed by a fine-grained search with a more discriminatory signature to de-
termine similarity ranking.

However, while the efficacy of the proposed methods could undoubtedly be
improved by further research, the experimental results presented in this article
indicate that effective retrieval can be achieved with these new techniques as
they stand. Efficient and accurate retrieval of coderivative video content using
these novel methods is possible for collections of thousands of hours of video
even when the content is significantly degraded or altered.
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