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Abstract. An important class of optimization problems involve minimizing a cost function on a Lie
group. In the case where the Lie group is non-compact there is no natural choice of a Riemannian
metric and it is not possible to apply recent results on the optimization of functions on Riemannian
manifolds. In this paper the invariant structure of a Lie group is exploited to provide a strong inter-
pretation of a Newton iteration on a general Lie group. The paper unifies several previous algorithms
proposed in the literature in a single theoretical framework. Local asymptotic quadratic convergence
is proved for the algorithms considered.

1. Introduction

A fundamental optimization problem is to minimise a smooth cost function sub-
ject to a set of smooth equality constraints. Classically, such problems are solved
using either a Lagrange multiplier approach (cf., for example, Fletcher, 1996) or
using local coordinate charts on the manifold defined by the equality constraints
(e.g., Gabay, 1982). The second approach is of particular interest for classes of
constrained optimization problems in which the cost is relatively simple and much
of the non-linear complexity of the problem is coded in a highly structured equality
constraint. Recent work by (Udriste, 1994) considered a class of convex problems
on Riemannian manifolds. General optimization algorithms on Riemannian mani-
folds have also been proposed by Smith (1994) and Edelman et al. (1998) among
others. An important class of constrained optimization problems of this nature
comes from the field of linear algebra. In the early eighties a connection between
the QR-algorithm and a continuous-time dynamical system was discovered
(Flashka, 1974; Deift et al. 1983) which sparked extensive research on using dy-
namical systems to solve linear algebraic problems (Brocket, 1989; Watkins and
Elsner, 1988; Chu, 1988; Chu and Driessel, 1990; Helmke and Moore, 1994).
These problems tend to involve simple, often linear or perhaps quadratic, cost
functions on matrix Lie groups or homogeneous spaces. Problems of this nature are
also important in the fields of linear systems theory and digital signal processing
(Perkins et al., 1990; Yan et al., 1994; Gevers and Li 1993; Dehaene 1995; Liu et
al., 1996; Madievski et al., 1994; Tseng et al., 1998; Bruyne et al., 1999). Following
the early work on gradient flows, several authors have looked into the question of
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developing efficient numerical algorithms to solve such problems. A number of lin-
early convergent algorithms based on the geometry of the problem were developed
in the early nineties (Brockett, 1993; Smith, 1993; Moore et al., 1994). Slightly
later, Newton like algorithms displaying at least local quadratic convergence were
developed (Smith, 1994; Mahony, 1996), although the applications considered in-
volved either compact Lie groups or symmetric spaces. More recently, Newton
like algorithms have been specialized to the important class of problems displaying
orthogonality constraints (Edelman et al., 1998; Absil et al.; Manton, 2001) and to
vector valued functions derived from implicit integration algorithms (Owren and
Welfert, 2000). To the authors’ knowledge there is no prior work aimed at unifying
the Newton methods proposed or developing a full understanding of the situation
on non-compact Lie groups.

In this paper we present a unifying analysis of Newton like methods on general
Lie groups in terms of the geometry derived from invariant structures associated
with the Lie group action. The approach taken shows the important connection
between the canonical or normal coordinates on a Lie group or Riemannian mani-
fold and the Newton iterate. In the case of a Riemannian manifold or compact Lie
group this leads directly to a geometric interpretation of the Newton iteration that
corresponds to the approach taken by Smith (1993) or Udriste (1994). On a non-
compact Lie group it is less clear what approach should be taken. The approach
we take is to define a Newton iterate with respect to local canonical coordinates
of the first kind on a Lie group. These coordinates may be thought of as a re-
placement for normal coordinates on a Riemannian manifold. To provide a link
with the geometric interpretation of the Newton method the three classical Cartan-
Schouten connections are introduced. These are affine connections that ensure the
canonical coordinates on a Lie group have the same geodesic properties as the
normal coordinates have on a Riemannian manifold. It is shown that the symmetric
Cartan-Schouten connection provides a geometric interpretation for the Newton
iterate defined using local canonical coordinates. It is also shown that a Newton
like algorithm defined using any of the Cartan-Schouten connections displays the
local quadratic convergence characteristic of Newton algorithms. It is important
to note that none of the Cartan-Schouten connections is a Levi-Civita connection
associated with a Riemannian metric on a non-compact Lie group. To complete the
paper, the possibility of a Riemannian geometry imposed on a non-compact Lie
group is considered and it is shown that a Newton algorithm derived with respect
to such a geometry is not linked to the canonical coordinates and must be analyzed
independently of the Lie group structure. The theory developed unifies a class of
Newton methods on general Lie groups and provides a geometric interpretation of
several algorithms proposed in the literature (Gabay, 1982; Udriste, 1994; Smith,
1994; Mahony, 1996; Edelman et al., 1998; Owren and Welfert, 2000).

The paper comprises an introduction, four technical sections and a short con-
clusion. Section 2 reviews the Newton method on a Riemannian manifold, em-
phasizing the interpretation as a local iteration computed with respect to normal



THE GEOMETRY OF THE NEWTON METHOD ON NON-COMPACT LIE GROUPS 311

coordinates centred at the present estimate. Section 3 analyses the Newton method
on a general Lie group. Firstly, the Newton iterate defined in terms of local canon-
ical coordinates is reviewed. Following this the Cartan-Schouten connections are
reviewed and it is shown that a Newton iterate computed with respect to local
canonical coordinates corresponds to a Newton update for the torsion free (0)
connection. Finally, it is shown that a Newton-like algorithm based on any of the
Cartan-Schouten connections will always yield local quadratic convergence to a
non-degenerate critical point. Section 4 presents the necessary results required to
compute a Newton iterate with respect to a left invariant Riemannian metric on a
non-compact Lie group. Section 5 provides a discussion of several of the Newton
like algorithms proposed in prior literature.

2. The Newton Iteration on a Riemannian Manifold

In this section the Newton iteration on a Riemannian manifold is reviewed.
Let M be a Riemannian manifold with metric g and Levi-Civita connection ∇.

Let ω be a 1-form and consider the question of finding a point p ∈ M such that
ωp = 0. If f : M → R then setting ω = df and finding a zero of ω is equivalent
to finding a critical point of f . The general Taylor expansion of a 1-form in multi-
variable calculus is a complicated formulae (cf. Eq. (5)) where the higher order
contributions depend on cross terms associated with the non-commutativity of
differentiation on an arbitrary manifold. However, it is only necessary to compute
the linear approximation of the 1-form ω in order to determine a Newton iteration.
This corresponds to computing a single variable Taylor expansion of ω along a
geodesic γX in M with initial velocity X ∈ TpM. Denote parallel transport along
a curve γX : [0, 1] → M, γx(o) = p, by PγX

: TγX(0)M → TγX(1)M. Then one has
(cf. Smith, 1993; Udriste, 1994)

P−1
γX

ωγX(1) = ωp + (∇Xω)p + O(|X|2). (1)

Note that P−1
γX

ωγX(1) ∈ T ∗
p M is a covector at p for all X ∈ TpM. The Taylor

expansion along γX may be computed using standard multi-variable calculus in
the dual finite dimensional vector spaces TpM and T ∗

p M and corresponds, up to
second order terms, to the full Taylor expansion on M. The fact that the derivatives
correspond to covariant differentiation is a consequence of computing the Taylor
expansion along geodesics. The Newton iteration is computed by discarding the
O(|X|2) term and solving for the vector X ∈ TpM for which the linear estimate of
the 1-form ω is zero, namely

(∇Xω)p = −ωp. (2)

Since the Taylor expansion was computed along geodesics, the Newton iteration is
a unit length step along the geodesic emanating from the present estimate p ∈ M

in direction X.
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In the Euclidean case, it is usual to express the Newton method in terms of a
Hessian. The concept of Hessian, however, does not generalize in a unique man-
ner to an arbitrary manifold M. The following material discusses the two most
natural geometric definitions of a Hessian on a Riemannian manifold and their
interrelationship. Define the geometric Hessian with respect to a connection ∇ to
be Hessf ∈ T2 (a (0,2) tensor field):

Hessf (X, Y ) = ∇X∇Y f = (∇Xdf )Y. (3)

If the connection is symmetric then Hessf (X, Y ) = Hessf (Y, X). This is true
for the Levi-Civita connection on a Riemannian manifold but is not necessarily
the case for the affine connections considered in Section 3 on non-compact Lie-
groups. Contracting the Hessian with a single vector field leads to a covector
Hessf (X, ·) = ∇Xdf ∈ T1. In the case that ω = df is an exact 1-form the
Newton iterate Eq. (2) may be rewritten as

Hessf (X, ·) = −df. (4)

This is the geometric derivation of the Newton iterate on a Riemannian manifold
found in most developments (Smith 1994; Udriste, 1994).

The other Hessian commonly used on a Riemannian manifold is the T1
1 tensor

HessRf = ∇gradf (do Carmo, 1992). Since the definition of the gradient vector
field depends on the existence of a Riemannian metric this Hessian can only be
defined on a Riemannian manifold and is always computed using the Levi-Civita
connection. We term this Hessian the Riemannian Hessian of a function f . The
Riemannian Hessian may be thought of as a map

HessRf : TpM → TpM, HessRf (X) → ∇Xgradf.

This is simply a matrix vector space mapping. Since the metric is invariant with
respect to the connection, the local coordinate representation of the Riemannian
Hessian is computed by raising an index of the geometric Hessian, that is pre-
multiplying the local coordinate expression for the geometric Hessian by the in-
verse of the matrix representing the metric. The gradient gradf is similarly ob-
tained by pre-multiplication of the differential df by the inverse of the metric.
Thus the geometric Hessian and the Riemannian Hessian are two sides of the same
coin on a Riemannian manifold.

Pre-multiplying Eq. (4) by the inverse metric shows that the Newton iterate
Eq. (4) with respect to the Levi-Civita connection can be rewritten in terms of the
Riemannian Hessian as

HessRf (X) = −gradf.

This form of the Newton iterate, which is used in several contemporary works
(Gabay, 1982; Udriste, 1994), is equivalent to Eqs (2) and (4).
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The Newton iterate on a Riemannian manifold can also be expressed in terms
of normal coordinates. Let {Ei} be an orthonormal basis for TpM. Denote the
geodesic map on M by expp(X) that takes X = ∑

uiEi ∈ TpM to the point γX(1)

where γX(τ) is the geodesic curve passing through p and having tangent vector
X = ∑

uiEi . The coordinates ϕ(expp(
∑

uiEi)) → (u1, . . . , un) are termed
normal coordinates on a Riemannian manifold. These local coordinates are closely
related to the approximation Eq. (1). To see this, it is instructive to consider the
case of an exact 1-form ω = df and compute local coordinate expressions for
the Newton iterate Eq. (2). Due to the particular structure of normal coordinates
around a point p one has (Boothby, 1986)(

�k
ij

)
p

= 0, (gij )p = δij

where
(
�k

ij

)
p

and (gij )p are the local coordinate representation of the Christoffel

symbols and the metric respectively and δij is the Kronecker delta function. It
follows that Hessf and df are the Euclidean Hessian and gradient respectively
of the local coordinate representation f̃ (u) = f (expp(

∑
uiEi)) of the function f

with respect to the normal coordinates. We write

Hessf = Hf̃ , df = Df̃

where

Hf̃ = ∂2f̃

∂ui∂uj

∣∣∣∣∣
u=0

, Df̃ = ∂f̃

∂ui

∣∣∣∣∣
u=0

.

The Newton iterate Eq. (4) in local coordinates is the familiar matrix equation

Hf̃ X = −Df̃ , X ∈ R
n.

A local coordinate interpretation of the Newton method is the classical alternative
to a Lagrange multiplier approach for solving constrained optimization problems.

There are two complimentary interpretations of the Newton method on a
Riemannian manifold. A geometric perspective is to consider Eq. (2), depending
on the choice of affine connection as the key equation in the Newton iterate and
the interpretation in terms of the normal coordinates as a secondary phenomena
following from the properties of geodesics. Alternatively, one may directly define
the Newton iterate with respect to a particular set of local coordinates (the normal
coordinates). The representation of the iteration as a covariant derivative (Eq. (2))
is then considered as a secondary structure that is used to provide an elegant rep-
resentation of the iteration. In fact, the full Taylor expansion associated with the
approximation in Eq. (1) is just a coordinate free expression of the local coordinate
Taylor expansion of f̃ . Clearly, the two interpretations differ only in a qualitative
sense and lead to the same Newton iterate and the same analysis. However, the
second perspective is important and leads naturally to the discussion in Section 3.
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REMARK 2.1. Taking the point of view that the geometry is secondary, then a
priori there appears to be no particular reason why the normal coordinates will
have better numerical properties than any other local coordinates. Following this
line of reasoning leads one to consider what are the best local coordinates in which
to express a function f in order to compute its minima. Such an approach motivated
the work of Botsaris in the early eighties (Botsaris, 1978, 1981a,b). �
REMARK 2.2. Not only 1-forms can be used as the basic iterates of a Newton
method. Let Z ∈ X(M) be a smooth vector field on M. Then

P−1
γX

ZγX(1) = Zp + (∇XZ)p + O(|X|2),
where γX(t) := expp(tX), t ∈ [0, 1] and X ∈ TpM. The object ∇XZ is a T1

1
tensor similar to the Riemannian Hessian. Indeed if Z = gradf is chosen to be
the gradient of a cost function on a Riemannian manifold then this approach leads
to the same equations considered above. On a non-compact Lie-group it is usually
impossible to find a Riemannian metric and Levi-Civita connection that have ‘nice’
properties and the geometric Hessian interpretation will be of considerably more
use to our development than that of the Riemannian Hessian. In the case where the
Newton method is used as an algorithm to compute a stationary point of a vector
field Z ∈ X(M) then the above formulae is of direct interest (cf. §5.2). �

3. The Newton iteration on a Lie group

In this section several Newton algorithms on a general Lie group are proposed
and analyzed. Since a non-compact Lie group does not have a natural Riemannian
structure, the elegant correspondence of geometric and local coordinate approaches
of the previous section is somewhat more complicated. A prototype Newton al-
gorithm is proposed based on canonical local coordinates analogous to the normal
coordinates considered on a Riemannian manifold in Section 2. This is shown
to display the characteristic local quadratic convergence properties of a classical
Newton method. To provide a geometric interpretation of the algorithm the three
classical Cartan-Schouten connections are introduced. These connections ensure
the canonical coordinates on a Lie group have the same geodesic properties as
the normal coordinates have on a Riemannian manifold. It is shown that the sym-
metric Cartan-Schouten (0) connection provides a geometric interpretation for the
Newton iterate defined using local canonical coordinates analogous to the situation
on a Riemannian manifold with the Levi-Civita connection. However, the geomet-
ric Newton methods defined using any of the Cartan-Schouten connections are
also of interest and it is shown that these algorithms also display local quadratic
convergence. A discussion of Riemannian geometry on a Lie group is deferred to
Section 4.

A Lie group G is an abstract group which is also a smooth manifold on which
the operations of group multiplication (τ → στ , for σ , τ ∈ G) and inversion
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(τ → τ−1, for τ ∈ G) are smooth diffeomorphisms of G onto G. For g ∈ G, let
Lg(σ ) = gσ denote left multiplication by a fixed element g. Right translation Rg

is defined in an analogous manner. Denote the vector space of smooth vector fields
on G by X(G) (or just X). A vector field X ∈ X is said to be left (right) invariant if
Xσ = dLσ x (Xσ = dRσ x) for x ∈ TeG an element of the identity tangent space of
G. The set of left (right) invariant vector fields is a finite dimensional Lie algebra,
denoted by g, under the standard Lie-bracket operation for vector fields. There is
a one-to-one correspondence between left invariant vector fields in g (generally
written in upper case) and elements of TeG (generally written in lower case).

A 1-parameter subgroup of a Lie-group G is a smooth subgroup γX(t) paramet-
erized by a scalar t ∈ R. The map

exp : g × R → G, (X, t) → γX(t) := exp(tX)

is the unique homomorphism from the Lie-algebra to 1-parameter subgroups of G

(Warner, 1983, p. 101). If G is a matrix group then this corresponds to the algebraic
matrix exponential

exp(tX) = etX =
∞∑

k=0

tk

k!X
k.

where X ∈ R
n×n. Let E1, . . . , En be a basis for the Lie algebra g and let e1, . . . , en

∈ TeG be the corresponding basis in the identity tangent space of G. Canonical
coordinates of the first kind provide a local coordinate chart around a point σ ∈ G:

ϕ

(
Lσ exp

(
n∑

i=1

uiei

))
→ u = (u1, . . . , un).

Let f ∈ C∞(G) be a smooth function on a Lie group G. The Taylor expansion
of f with respect to canonical coordinates around the point σ may be computed
using standard multi-variable calculus (cf., for example, Fleming, 1977). On a
general Lie group one has (Varadarajan, 1984, p. 96)

f
(
σ exp(u1e1 + · · · + unen)

) = f (σ ) +
n∑

i=1

uiEif (σ )

+ 1

4

n∑
i,j=1

uiuj (EiEj +Ej Ei)f (σ )+O(|u|3) (5)

Equation (5) provides a quadratic model of f in terms of the canonical coordinates.
The quadratic term is linked to the differential operators Hij : C∞(G) → C∞(G),
i, j = 1, . . . , n,

Hij f (σ ) := 1

2
(EiEj +Ej Ei)f (σ )= 1

2

[
d
(
df ·Ej

)·Ei +d (df ·Ei)·Ej

]
.
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In local coordinates this is simply the second derivative

Hij fσ = ∂2

∂ui∂uj
f (σ exp(u1e1 + · · · + unen)).

For a fixed choice of left invariant vector fields {Ei} define

Hf = [
Hij f

] = 1

2

[
(EiEj + Ej Ei)f

] ∈ R
n×n (6)

to be the matrix of differential operators Hij f . We term this matrix the differential
Hessian for the canonical coordinates at the point σ . Note that the definition de-
pends on the choice of {Ei} or equivalently on the representation of the canonical
coordinates used. Based on the differential Hessian a Newton iteration is defined
in the local canonical coordinates:

ALGORITHM 3.1 (Newton-Raphson Algorithm on a Lie-group G).
Given σk ∈ G compute dfσk

= ∂

∂ui f (σk exp(u1e1 + · · · + unen))
∣∣
u=0

.
Compute the differential Hessian matrix (Hf )σk

.
Set u = −(Hf )−1

σk
dfσk

.
Set σk+1 = Lσk

exp(u1e1 + · · · + unen).
Set k = k + 1 and repeat. �
REMARK 3.2. Analogously to the familiar matrix version of the Newton al-
gorithm on Euclidean space, Algorithm 3.1 is independent of the basis {e1, . . . , en}
of g used. This follows from the correspondence of Hf to the geometric Hessian
Hessf for the Cartan-Schouten (0) connection (cf. Eq. (8)) discussed later in the
section.

PROPOSITION 3.3. Let f : G → R be a smooth function on a Lie-group G and
µ ∈ G be a non-degenerate critical point of f . Let e1, . . . , en ∈ g be a basis for
the Lie algebra of G. Then Algorithm 3.1 is locally quadratically convergent to µ.

Sketch of Proof. Only a sketch of the proof is included in the present paper
(based on the approach in Mahony (1996) (c.f. also Smith, 1994; Owren and
Welfert, 2000)). In order to measure the rate of convergence of Algorithm 3.1
it is necessary to introduce a measure of distance, | · |µ, around the point µ on
the Lie group. The distance measure used is the Euclidean norm defined on the
local canonical coordinates of the first kind centred at the point µ. It is known
that for any µ ∈ G there exists a neighbourhood of µ such that for any σk in
the neighbourhood there exists Xk ∈ g with σk = µ exp(Xk) (Warner, 1983).
Moreover, if the exponential is restricted to a neighbourhood of the origin in g then
this correspondence is unique. Thus, for any point σk in the neighbourhood of µ we

denote its distance |σk|µ = |µ exp(Xk)|µ := |Xk| where |Xk| =
√

XT
k Xk. Denote

Zk+1 = u1(k + 1)e1 + · · · + un(k + 1)en
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for {u(k +1)} determined by Algorithm 3.1. Following the standard approach used
in proving quadratic convergence of the Newton algorithm for Euclidean space
(Fletcher, 1996; Dennis and Schnabel, 1983) one obtains the bounds

|Zk+1| � 2|Xk| + O(|Xk|2), |Xk + Zk+1| = O(|Xk|2).

In Algorithm 3.1 the update step is

σk+1 = µ exp(Xk+1) = σk exp(Zk+1) = µ exp(Xk) exp(Zk+1).

To link Xk+1 to Xk + Zk+1, Dynkins formulae may be used (Varadarajan, 1984,
p. 7) (Helgason, 1978, p. 106) exp(X) exp(Y ) = exp((X + Y ) + O(|X| |Y |)),
X, Y ∈ g. Combining this approximation with the standard bounds one obtains

|σk+1|µ = |Xk+1| = |Xk + Zk+1| + O(|Xk| |Zk+1|) � K|Xk|2 = K|σk|2µ
for some constant K > 0. Choosing the neighbourhood around µ such that |σk|µ =
|Xk| � 1/

√
2K ensures that the quadratic bound obtained also leads to local

convergence. �
It is of interest to determine whether the Newton iteration on Lie groups, pro-

posed above, is connected to any ‘natural’ geometric structure on a Lie group. In
particular, it is desirable to find an affine connection such that the Newton iteration
may be written in terms of a geometric Hessian. In order that this is true it is im-
portant that the local canonical coordinates have the same geodesic properties with
respect to the affine connection considered as the normal coordinates had with re-
spect to the Levi-Civita connection. The Cartan-Schouten connections considered
below have this property.

Let ψ : G → G be a diffeomorphism of a Lie group G. An affine connection
∇ on G is invariant under ψ if

dψ∇XY = ∇dψXdψY.

An affine connection ∇ is termed left invariant on G if it is invariant under left
translation Lg for arbitrary g ∈ G. A similar definition holds for right invariant
affine connections and an affine connection that is both left and right invariant is
prosaically termed bi-invariant. There is a one-to-one correspondence between left
invariant affine connections on G and bi-linear maps ω : g × g → g, given by

ω(Y, Z) = (∇dLσ Y dLσ Z)(e), (7)

for Y , Z ∈ g. The unique bilinear map ω is termed the connection function for ∇.
Let ∇ be a left invariant affine connection and consider a 1-parameter subgroup
γx(t) = exp(tx). Then

∇γ̇x (t)γ̇x(t) = ∇dLexp(tx)xdLexp(tx)x = dLexp(tx)ω(x, x).
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It follows that a one parameter subgroup of G is a geodesic with respect to ∇ if
and only if ω(x, x) = 0.

There are three important bi-invariant affine connections on any connected Lie
group that have the property w(x, x) = 0. They are known as the Cartan-Schouten
connections and are associated with certain invariant structures on the Lie group.
The following definition is based on Nomizu (1954).

(i) The Cartan-Schouten (0) connection is the left-invariant affine connection
associated with the connection function

ω(x, y) = 1

2
[x, y].

It is the unique affine connection that has torsion tensor zero and for which
all 1-parameter subgroups are geodesics.

(ii) The Cartan-Schouten (–) connection is the left-invariant affine connection
associated with the connection function

ω(x, y) = 0.

It is the unique affine connection for which parallel transport of a vec-
tor along a 1-parameter subgroup corresponds to transformation by left
multiplication

Pγx
y = dLγx(1)y

for γx(t) := exp(tx), t ∈ [0, 1] and x, y ∈ TeG.
(iii) The Cartan-Schouten (+) connection is the left-invariant affine connection

associated with the connection function

ω(x, y) = [x, y].
It is the unique left invariant affine connection for which parallel transport
of a vector along a 1-parameter subgroup corresponds to transformation by
right multiplication.

Pγx
y = dRγx(1)y

for γx(t) := exp(tx), t ∈ [0, 1] and x, y ∈ TeG.
Define Adσ : g → g to be the automorphism of g given by Adgx = dLgdRg−1x

(Warner, 1983). To see that the Cartan-Schouten connections are bi-invariant it is
sufficient to observe that for any g ∈ G and x, y ∈ g

∇dRgxdRgy = dLg∇(dL
g−1dRgx)(dLg−1dRgy)

= dLgω(Adg−1x, Adg−1y)

= dLgAdg−1ω(x, y)

(true for (−), (0), (+) Cartan-Schouten connections)

= dRgω(x, y) = dRg∇XY,
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where X, Y are the left invariant vector fields associated with x, y ∈ g.
On a general non-compact Lie group there is no bi-invariant Riemannian metric

(Boothby, 1986) and consequently there is no natural choice of associated geo-
metry given by the Levi-Civita connection. The three Cartan-Schouten connections
combine bi-invariance with a link between geodesics and 1-parameter subgroups.
Both aspects are important from a numerical perspective; the first since the de-
rivative is invariant under adjoint automorphisms of the Lie algebra- while the
link between geodesics and 1-parameter subgroups is important from a numerical
perspective during the implementation of a Newton algorithm.

It is clearly of interest to investigate whether the geometric Hessian with respect
to the Cartan-Schouten connections is related to the differential Hessian with re-
spect to canonical coordinates of the first kind. For any left invariant connection
and left invariant vector fields X, Y ∈ g one has

XYf = X(df Y ) = ∇X (df Y ) = (∇Xdf ) Y + df ∇XY

= Hessf (X, Y ) + ω(X, Y )f

and hence

Hessf (X, Y ) = (XY − ω(X, Y )) f

as a differential operator on a function f .
Let ∇ be the Cartan-Schouten (0) connection then

Hessf (X, Y ) =
(

XY − 1

2
[X, Y ]

)
f = 1

2
(XY + Y X) f.

Writing X = ∑n
i=1 xiEi , Y = ∑n

i=1 yiEi it is clear that

Hessf (X, Y ) = XT Hf Y (8)

with respect to canonical coordinates of the first kind. Thus, the Taylor expansion
Eq. (5) may be written

f (Lσ exp(X)) = f (σ ) + df (X) + 1

2
Hessf (X, X) + O(|u|3)

where X = u1E1 + · · · + unEn. The Cartan-Schouten (0) connection plays the
same role for the Newton iteration Algorithm 3.1 on an arbitrary non-compact Lie
group as the Levi-Civita connection played for the Newton iteration Eq. (4) on a
Riemannian manifold.

The other two Cartan-Schouten connections are also of considerable interest. A
direct consequence of the simple expression for parallel transport is that both the

- This property is important when the concepts studied in this paper are extended to homogeneous
spaces. Such an extension is beyond the scope of the present paper.
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(−) and (+) connections have zero curvature on the Lie group. The torsion of a
connection, given by

T (X, Y ) = ∇XY − ∇Y X − [X, Y ],
is an anti-symmetric tensor T (X, Y ) = −T (Y, X). The Torsion measures the non-
symmetry of a connection. For the (0) connection the torsion T (X, Y ) = 0 and the
connection is said to be symmetric. In the case of the (−) connection the torsion is
T (X, Y ) = +[X, Y ] while the (+) connection has torsion T (X, Y ) = +[X, Y ].

For the (−) connection one has

Hess(−)f (X, Y ) = XYf = 1

2
(XY + Y X) f + 1

2
[X, Y ]f

= XT Hf Y − 1

2
T (X, Y )f.

It follows that the geometric Hessian computed with respect to this connection
will not be symmetric. The linear Taylor expansion of df (along a 1-parameter
subgroup γx(t) = exp(tx)) constructed using the parallelism of the (−) connection
is

P−1
γx

df = dLexp(−X)df

= f (σ ) + df · X + 1

2
Hess(−)f (X, X) + O(|X|3).

= f (σ ) + df · X + 1

2

(
XT Hf X − 1

2
df · T (X, X)

)
+ O(|X|3).

= f (σ ) + df · X + 1

2
XT Hf X + O(|X|3). (9)

Due to the anti-symmetry of the torsion it does not contribute to the quadratic
approximation. The quadratic approximation obtained above, based on the par-
allelism of the (–) connection, is equivalent to that based on the (0) connection.
An analogous relation to Eq. (9) is valid for the Cartan-Schouten (+) connection.
Indeed, any connection with geodesics given by the 1-parameter subgroups var-
ies from the (0) connection only in its torsion. Thus, the underlying quadratic
approximation, based on the symmetric part of the connection, depends only on
the canonical coordinates.

From the above discussion it appears that the (0) connection may be regarded as
the natural geometry to use when minimizing a function on a Lie group. However,
this does not necessarily mean that the (0) connection is best from a numerical
perspective. Indeed, in situations where the symmetry of the problem is closely
linked to the geometry of the (−) or (+) connection the torsion may act to im-
prove the numerical performance of the scheme. An example of such a situation
is discussed in Section 5.2. In such situations it is possible to work with a non-
symmetric connection directly and compute a ‘Newton’ update according to the



THE GEOMETRY OF THE NEWTON METHOD ON NON-COMPACT LIE GROUPS 321

geometric formulae

Zk+1 = Hessf −1df
∣∣
σk

, σk+1 = Lσk
exp(Zk+1). (10)

For a connection with torsion this update formulae does not minimise the truncated
Taylor expansion (5) due to the non-symmetric component of the Hessian. Never-
theless, the following lemma shows that the iterate given by Eq. (10) displays local
quadratic convergence.

LEMMA 3.4. Let f : G → R be a smooth function on a Lie-group G and µ ∈ G

be a non-degenerate critical point of f . Let ∇ be any affine connection on G such
that the 1-parameter subgroups of G are geodesics. Then the iteration Eq. (10)
generates a sequence that is locally quadratically convergent to µ.

Proof. Write the update direction Zk+1 ∈ g as

Zk+1 = Z′
k+1 + .

where Z′
k+1 is the minimizer of the quadratic approximation of f with respect to

canonical coordinates (cf. Alg. 3.1). We prove that |.| = O(|Xk|2) where σk =
µ exp(Xk). For all Y ∈ g one has

Hessfσk
(Zk+1, Y ) = −dfσk

· Y,

Y T Hf Zk+1 + 1

2
df T (Zk+1, Y ) = −dfσk

· Y,

Y T Hf . + 1

2
df T (., Y ) = −1

2
df T (Z′

k+1, Y ). (11)

Since µ is a critical point and f is smooth then in a neighbourhood of µ one
has df = O(|Xk|). Exploiting the fact that µ is non-degenerate (Hf > 0) the
linear operator acting on . on the left hand side of Eq. (11) is non-degenerate in a
neighbourhood of µ and its inverse is well defined and bounded. Considering the
right hand side of Eq. (11) it is clear that

|.| = O(|df | |Z′
k+1|) = O(|Xk|2).

where the final asymptotic approximation uses the asymptotic bound |Z′
k+1| =

O(|Xk|) derived in the proof of Proposition 3.3.
Considering the iteration in canonical coordinates (and using Dynkin’s formu-

lae) one has

|Xk+1| = |Xk + Zk+1| + O(|Xk| |Zk+1|)
� |Xk + Z′

k+1| + |.| + O(|Xk| |Z′
k+1| + |X| |.|) � K(|Xk|2),

for some K > 0. Here the first term was shown to be O(|Xk|2) in the proof of
Proposition 3.3, the second term was considered above and the final two terms
are direct from the earlier discussion. Choosing the neighbourhood around µ such
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that |Xk| � 1/
√

2K ensures that the quadratic bound obtained also leads to local
convergence and completes the proof. �

4. Riemannian geometry on a Lie group

In the previous section, a Newton iterate on an arbitrary Lie group G was proposed
and analyzed based on an interpretation in terms of canonical local coordinates of
the first kind. In this section, the case where a left or right invariant Riemannian
metric is assigned to a Lie group is considered. An arbitrary Riemannian structure
will have no connection to the Lie group structure and is not relevant to the goals
of this paper. The reader is referred to Nomizu (1954) for background material on
Riemannian geometry on a Lie group.

Let G be a general Lie group. Any inner product on g generates a Riemannian
metric on G via

〈Xσ , Yσ 〉 = 〈dLσ−1Xσ , dLσ−1Yσ 〉e.

A similar construction may be made using right invariance. If a Riemannian metric
is both left and right invariant it is termed bi-invariant. A compact Lie group admits
a bi-invariant metric (Boothby, 1986), whereas a non-compact Lie group does not
in general admit a bi-invariant metric.

For an arbitrary left invariant Riemannian metric on G let ∇ be the Levi-Civita
connection. It is easily verified that ∇ is itself left invariant. Let the connection
function of ∇ be denoted

α(x, y) := U(x, y) + 1

2
[x, y] (12)

where U(x, y) is a bi-linear function that measures the difference between the
Levi-Civita connection function and the Cartan-Schouten (0) connection. Since
the Levi-Civita connection has zero torsion α(x, y) − α(y, x) = [x, y] it follows
that U(x, y) = U(y, x). Let X, Y, Z ∈ X be left invariant vector fields on G

corresponding to elements x, y, z ∈ g. Then, as a consequence of the left invariance
of the metric

∇Z〈X, Y 〉 = 0 = 〈α(z, x), y〉 + 〈x, α(z, y)〉.
Substituting for α(x, y) one obtains

〈U(z, x), y〉 + 〈x, U(z, y)〉 = 1

2

(
〈[x, z], y〉 + 〈[y, z], x〉

)
.

Permuting the indices of this identity cyclically and adding and subtracting yields

〈U(x, y), z〉 = 1

2
(〈[z, x], y〉 + 〈x, [z, y]〉) . (13)
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This uniquely determines the bi-linear function U(x, y) and consequently the con-
nection function Eq. (12). In particular, the Levi-Civita connection is equal to the
Cartan-Schouten (0) connection if and only if U(x, y) is zero.

An important observation is that if U is non-zero then there exists an x ∈ g

such that the one parameter subgroup exp(tx) is not a geodesic on G (choose x a
non-degenerate eigenvector of U , then α(x, x) �= 0). As a consequence, canonical
coordinates do not provide a useful structure in which to analyze the performance
of a Newton algorithm derived with respect to a Riemannian geometric structure on
a non-compact Lie-group. Once the geodesics of ∇ have been computed, however,
the Newton algorithm with respect to the geometric Hessian will be equivalent to
the Newton method in the normal Riemannian coordinates centred on the present
iterate. The situation is entirely analogous to that considered in Section 2.

In the case where the Cartan-Schouten (0) connection corresponds to the Levi-
Civita connection one has that U(x, y) ≡ 0. A necessary and sufficient condition
that U(x, y) ≡ 0 is that

〈[z, x], y〉 + 〈x, [z, y]〉 = 0. (14)

This is true for any bi-invariant metric since such metrics are invariant under the
Adjoint action

〈Adexp(tz)x, Adexp(tz)y〉 = 〈x, y〉. (15)

For a given y ∈ g the differential of Adσ y with respect to σ is denoted ad-y

and corresponds to the Lie bracket of the Lie algebra g, adxy = DAd-y[x] =
[x, y]. Thus, taking the time-derivative of Eq. (15) yields condition Eq. (14). In
particular, the connection function for the Levi-Civita connection associated with
a bi-invariant metric is always α(x, y) = 1

2 [x, y].
From the above analysis it follows that on a general Lie group, the Riemannian

approach corresponds to the approach proposed in Section 3 if and only if the
metric considered is bi-invariant. In general, the computational cost of evaluating
geodesics for a Levi-Civita connection on a non-compact Lie group is excessive.
For this reason the authors recommend working with the Cartan-Schouten connec-
tions unless there are very specific reasons for using a Riemannian structure on a
non-compact Lie group.

5. Some examples

Recent literature contains a number of applications of Newton like methods to
problems defined on Lie groups. Two examples of such problems are reviewed in
Sections 5.1 and 5.2 to provide context for the results presented in Sections 2–4.
Although the first example is an application on a compact Lie group it provides
an excellent comparison of a Newton method derived using the (0) connection to
an algorithm derived using the (–) connection with links to published results. The
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second example has direct applications to algorithms on non-compact Lie-groups,
for example, implicit Euler iterations for rigid body motion on SE(3).

5.1. THE SYMMETRIC EIGENVALUE PROBLEM

Let SO(n) denote the set of special orthogonal matrices, U ∈ R
n×n such that

UT U = In the identity and det(U)=1. The determination of the eigenvalues of a
symmetric real matrix H may be achieved by minimizing the cost

φ(U) := tr(UT HUN), N = diag(1, 2, . . . , n)

over U ∈ SO(n) (Brockett, 1989; Chu, 1988; Chu and Driessel, 1990; Helmke and
Moore, 1994). Two different Newton methods for this problem were proposed by
Smith (1993, 1994) and Mahony (1994, 1996). The algorithm proposed by Smith
is based on the Levi-Civita connection associated with the bi-invariant Killing form
on SO(n). The geometric Hessian generated in this manner is symmetric and equal
to the differential Hessian computed with respect to the canonical coordinates of
the first kind.

The development proposed by Mahony (1994, 1996) may be interpreted in
terms of the (–) connection. To recover the equations proposed by Mahony (1996)
observe that any left invariant metric is invariant with respect to the (–) connection.-

The geometric Hessian for the (-) connection may be written

Hess(−)φ(Y, X) = Y (Xφ) = d(Xφ) · Y = g(grad(Xφ), Y ).

This leads directly to the Newton iteration equation proposed in Mahony (1996):
solve 0 = gradφ + grad(Xφ) for X ∈ Tσ G. The algorithm proposed by Mahony
was shown to display local quadratic convergence.

An interesting observation is that the cost φ is symmetric about the critical point
(Smith, 1994) and the cubic terms of the approximation in canonical local coordin-
ates are zero. As a consequence the Newton algorithm based on the (0) connection,
and related to the differential Hessian, displays cubic convergence (Smith, 1994).
In contrast, for the algorithm based on the (–) connection the Hessian contains
non-symmetric terms (related to the torsion) that decrease only quadratically in the
neighbourhood of the critical point. In practice, the convergence observed for the
(0) connection algorithm (Smith, 1994) is cubic while that observed for the (–)
connection algorithm (Mahony, 1996) is only quadratic.

5.2. IMPLICIT INTEGRATION ALGORITHMS

In recent work, Owren and Welfert (2000) have proposed two Newton type meth-
- Let g be a left invariant metric on G and choose X, Y, Z ∈ X left invariant vector fields. One

has

Zg(X, Y )=0=∇Z(g(X, Y ))=∇Zg(X, Y )+g(∇ZX, Y )+g(X, ∇ZY)=∇Zg(X, Y ). (16)

The (–) connection is not a Levi-Civita connection since it has non zero torsion.
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ods for a simple implicit Euler integration scheme. The Newton algorithm is used to
determine the stationary point of a vector field dLyf (y) ∈ TyG where f : G → g

is a vector valued function on G derived from an implicit Euler iterate. In both
algorithms proposed, Owren and Welfert introduce canonical local coordinates by
considering the lift f̃ := f (Ly exp(v)) of f , f̃ : g → g. The Newton iteration is
computed using the Jacobian of f̃ as a vector map g → g

df̃ = −f̃ .

Much of the additional detail in the paper is concerned with the determination
of f (y) from the implicit iteration formulae and finding formulae to compute its
differential.

This iteration may be interpreted in terms of the (–) connection geometry on
a Lie group. Let X ∈ X(G) be a vector field and let x = dLy−1Xy ∈ g be the
element of the Lie algebra corresponding to the left translate of Xy back to the
identity tangent space. The Jacobian of a vector field dLyf (y) with respect to each
of the Cartan-Schouten connections is

∇XdLyf (y) = dLydf̃ x + dLyω(x, f (y)), ω(x, y) ∈
{

0,
1

2
[x, y], [x, y]

}
.

For example, the Newton algorithm with respect to the (0) connection leads to an
iterate

df̃ x + 1

2
[x, f (y)] = −f̃ , x ∈ g.

From the above discussion, it is clear that the algorithm considered in Owren and
Welfert (2000) is based on the (–) connection. Observe that in the vicinity of a
critical point then |[x, f (y)]| = O(|vk|2) where yk = y exp(vk) is the canonical
local coordinates representation of the present estimate in the Newton iteration.
Using this property it is straightforward (cf. Lemma 3.4) to show that any New-
ton iteration computed using a Cartan-Schouten connection will display quadratic
convergence to a local critical point.

The above two examples provide a good contrast of the advantages and possible
disadvantages of deriving optimization algorithms according to different geometric
structures on a Lie group. In the example of symmetric eigenvalue determina-
tion it appears that the better approach is to use the (0) connection linked to the
Riemannian structure on the compact manifold SO(n). In particular, the symmetry
properties of the connection lead to an improvement in the asymptotic rate of con-
vergence. In contrast, in the second example the natural symmetry of the problem
is linked to the definition of the objective function as a smooth vector function
f : G → g transported to each tangent space via left multiplication. The structure
is closely linked to the geometry of parallel transport by left multiplication that is
associated with the (–) connection. Thus, in this example it is natural to use the (–)
connection as the basic geometric structure for the problem.
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6. Conclusions

In this paper, we have provided a geometric framework for the analysis of Newton
methods in terms of the invariant geometry of the Cartan-Schouten connections.
We have shown that a Newton method defined with respect to any of the three
possible connections will retain the quadratic convergence properties of a classical
Newton method. It is the authors’ opinion that the framework provided should aid
in the choice of suitable numerical algorithms for the class of problems considered
based on the properties of the optimization problem under consideration and the
natural geometry of the Lie group on which it is posed.
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