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An approximate amplitude attenuation correction 
for hot-film shear stress sensors 

GJ. Kunkel, I. Marusic 

Abstract A correction method, based on experimental 
results, has been developed to remedy the amplitude at- 
tenuation that occurs when statically calibrated hot-film 
shear stress sensors are used in air. The correction method 
is necessary in applications where typically two-dimen- 
sional arrays of measurement points are needed and other 
sensors, such as hot wires, cannot be employed. The 
method was developed with a primary aim of obtaining the 
correct power spectral density of an ensemble-averaged 
signature from an array of hot-film shear stress sensors. 
The hot-film sensors are corrected by comparing their 
individual power spectral densities to a reference spectrum 
obtained with a single hot wire, slightly elevated but within 
the viscous sublayer of the turbulent boundary layer. The 
method is verified by comparing the corrected hot film's 
turbulence statistics, power spectral density, and correla- 
tion coefficients with the corresponding results from the 
hot wire. 

1 
Introduction 
Wall shear stress, or skin friction, is of fundamental 
importance in the characterization of any boundary layer. 
Instantaneous wall shear stress measurements are widely 
used in studies ranging from the analysis of large-scale 
structures in the turbulent boundary layer [21,5] to the 
testing of models of boundary conditions used in large- 
eddy simulations [19]. In all instances the correct 
characterization of the wall shear stress, mean and 
instantaneous, is crucial to the validity of such studies. 

Of the several methods available for the time series 
measurement of wall shear stress (see [6] for a review), the 
hot-film sensor is perhaps the most commonly used. The 
problems associated with hot films used in air, mounted in 
the wall substrate, and calibrated statically have been 
studied previously by Alfredsson et al. [1] Bellhouse and 
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Schuhz [3] and Chew et al. [8], among others. These 
studies have found that while the mean wall shear stress 
can accurately be measured using hot-film probes in this 
manner, the energy content of the fluctuating wall shear 
stress cannot. 

In a static calibration, the heat loss from the hot film to 
the wall substrate, while being unaffected by rapid fluc- 
tuations of the flow, is different for each calibration point 
due to the change in cooling of the substrate by the flow. 
Since the static calibration does not account for this 
change in heat loss, the amplitude of the instantaneous 
wall shear stress is underestimated. The greater the 
amount of heat transfer to the fluid through the substrate, 
the greater the underestimation of the instantaneous wall 
shear stress. For this reason, hot-film shear stress sensors 
perform better in fluids with relatively high thermal con- 
ductivity, such as oil and water, than in air. While Chew 
et al. [8] studied the limit of the dynamic response due to 
both amplitude attenuation and the inability of the hot 
film to follow an imposed frequency fluctuation, it was 
consistently the attenuation of the amplitude that was the 
limiting factor of the dynamic frequency response of the 
probes. BeUhouse and Schultz [3] and Ljus et al. [18] 
suggested that a dynamic calibration is necessary to cor- 
rectly measure the fluctuating wall shear stress, while 
Chew et al. [8] and Alfredsson et al. [1] suggested a more 
accurate method of determining instantaneous wall shear 
stress is through the use of a slightly elevated hot wire. 

Our motivation for the present study comes from an 
investigation using an array of hot-film sensors. In [19], an 
experiment was conducted to study a class of wall boundary 
conditions used in large-eddy simulations of turbulent 
boundary layers, which specify the instantaneous filtered 
wall shear stress based on the instantaneous filtered 
velocity at the first grid point above the wall. The boundary 
condition models were tested by comparing power spectral 
densities and correlation coefficients of the modeled fil- 
tered wall shear stress with the corresponding results of the 
actual measured filtered wall shear stress. To obtain the 
actual filtered wall shear stress, nine hot-film shear stress 
sensors were used. In a setup such as that used in [19] 
(shown in Fig. 1), it is impractical to build a dynamic 
calibration unit because of the complicated shaker rig 
required. It is also infeasible to use an array of slightly 
elevated hot wires because of the downstream disturbances 
the hot wires would cause. Therefore, a correction method 
was developed so that the amplitude attenuation of the hot 
film is remedied by forcing each of the individual hot films 
to have the correct power spectral density. The method is 

285 



286 

Fig. 1. Example experimental setup. (Source: [19]) Used with 
permission of Cambridge University Press 

approximate in the sense that only the amplitude of the 
signature is being corrected and any time lag (shift in phase 
angle) between the measured and actual fluctuating wall 
shear stress is neglected. 

The reference shear stress power spectral density was 
measured using a slightly elevated hot wire, which Khoo 
et al. [13] and Chew et al. [8] suggested gives a much more 
accurate representation of the energy content of the 
instantaneous wall shear stress. The amplitude of each 
frequency component of each of the Fourier series of the 
individual hot-film probe signatures was adjusted to give 
the correct amplitude found from the elevated hot wire. 
The correction function was determined using one repre- 
sentative hot-film probe and was applied to all hot-film 
probes used in the experiment. This was possible since the 
attenuations, as a function of frequency, were checked and 
found to be essentially the same for all of the hot films 
involved. It is important to note that although all of the 
hot-film probes were corrected using the correction 
function based on one representative hot film and one hot 
wire, all hot-film probes retained their original fluctuating 
characteristics. This work describes the correction method 
that was developed and verifies its results by comparison 
with other shear stress measurement studies. 

A similar correction method is used in [18] to correct 
the power spectral density of the velocity of a hot-film 
wedge used in a two-phase flow. However, that method can 
only be used to correct the power spectral density. No 
consideration was given to correcting the instantaneous 
probe signatures and thus their correction was inapplica- 
ble to [19], where the individual signatures were needed to 
obtain the filtered wall shear stress. The correction in [18] 
was modeled after the theoretical and experimental study 
of Bellhouse and Schultz [2], which examined the dynamic 
sensitivities of hot-film probes used in air. Their correc- 
tion function has a number of constants that must be 
determined by comparing the power spectral densities of 
the hot film and of a hot wire used at the same point in the 
flow. The constants are probe dependent, relying on probe 
geometry and material. The correction was tested by 
comparing spectra and turbulence intensities that were 
obtained through the integration of the spectra. No cor- 
relation coefficients, probability density functions, or 
higher order turbulence statistics were shown. 

It is important to note that an ideal correction would 
need to account for both amplitude attenuation and any 
phase shifts across all frequencies. However, such a 
dynamic calibration would be extremely challenging, 
especially in applications with multiple sensors. There is 
also no conclusive evidence of the precise effects of any 
phase shifts on the measurement of wall shear stress. 
Cook [10] found that the hot-film sensors do exhibit 
some phase shift and Cook et al. [11] suggested that, for 
the type of sensors used in this study, it is approxi- 
mately 12 ~ over a frequency range of 3-20 Hz. Khoo et al. 
[14] and Moen and Schneider [20] used both electrical 
and velocity perturbation tests and found the maximum 
frequency response of such probes to be greater than 
10 kHz, suggesting negligible lag at high frequencies. 
Similarly, Bellhouse and Schultz [3] suggested that the 
thermal feedback of the hot film does not occur at 
high frequencies due to the sharp attenuation of the 
thermal waves, again implying negligible phase shift at 
high frequencies. From these studies, it appears that 
there is a lag in hot-film shear stress signatures at low 
frequencies that does not exist at high frequencies. The 
frequency range over which this transition occurs is not 
known. 

However, in this paper, we are primarily concerned 
with a correction method to obtain the correct filtered 
power spectral density from an array of hot-film shear 
stress sensors, such as that used in [19]. As described 
above, this involves ensemble averaging nine time series 
signatures to obtain a 'filtered' signature with its corre- 
sponding spectrum. Strictly, cross-correlations will exist 
between the nine signatures due to different individual 
sensor phase shifts, and thus will influence the final 
spectrum. However, it is expected that neglecting the 
phase shifts is a reasonable assumption. A simple test was 
used to help justify this assumption. Arbitrary phase shifts, 
over different frequency ranges, were applied to each of 
the individual hot-film shear stress signatures before fil- 
tering. The filtered spectra with the various phase shifts 
were then compared with the filtered spectrum obtained 
from the signatures without phase shifts. The tests showed 
the effect on the final filtered spectrum to be very minor, 
even with phase shift differences up to 75 ~ between the 
sensor signals. 

2 
Experimental setup 
All data were gathered in a nominally zero-pressure- 
gradient turbulent boundary layer 3.2 m downstream of a 
trip-wire where the boundary layer thickness c~ was 
64 mm. The Reynolds number based on momentum 
thickness R~=U~O/v=3,500, where U~ is the free-stream 
velocity equal to 8.9 ms -~, 0 is the momentum thickness, 
and v is the kinematic viscosity. The Reynolds number 
based on friction velocity Rer=U~d/v=1,350, where the 
friction velocity Ur = (-(~,~,)/p)~ and (rw) is the mean 
(long-time-averaged) wall shear stress. The arrangement of 
the hot-film shear stress sensors used in [19] is shown in 
Fig. 1. Here, flow is from left to right and it is easy to see 
the flow blockage that would have occurred had elevated 
hot wires been used. 



Of the nine TSI (Shoreview, Minn.) hot-film shear stress 
sensors used, eight were Model 1268, 1.5 mm diameter, 
and one was Model 1237, 3.2 mm diameter. The sensing 
elements on all of  the hot films were of similar construc- 
tion and were 0.15• mm (3• viscous wall units). The 
hot-film sensors were arranged in a 3x3 array with 
6.02 mm between adjacent sensor centers and mounted in 
a 76-mm Delrin (DuPont, Wilmington, Del.) plug flush 
with the wind tunnel floor. The hot wire used to obtain the 
correct spectrum was held in the viscous sublayer at a 
non-dimensional  wall-normal position of z+=zU:/v=3.6 
above a 'non-conduct ing '  glass wail with a thermal con- 
ductivity with respect to air of approximately 32. The hot- 
wire filament was made of tungsten wire with a diameter 
d=5 ~tm. The ends of  the wire were coated with copper, 
leaving a sensing length of  l=l ram. The length-to-diam- 
eter ratio of the sensing element of  the wire was therefore 
I/d=200. Scaled with wall units, d+=0.1 and l+=20. The 
frequency response of  the hot wire and hot films, obtained 
from a square-wave test [6], were approximately 25 kHz 
and 10 kHz, respectively. Both the hot  films and hot wire 
were operated with an AA Labs (A. A. Lab-Systems, Ramat 
Gan, Israel) AN-1003 10-channel constant-temperature 
anemometer.  The hot  films were run at an overheat ratio of  
1.5, while the hot-wire overheat ratio was 1.7. All signals 
were conditioned with a Tektronix (Beaverton, Ore.) 
VX4780 signal conditioner and a Tektronix VX4244 16-bit 
resolution digitizer was used to sample the signals at a rate 
of  10 kHz for 105 s. 

In [7], [9] and [16], the ratio of  the sensing length 
to the diameter of  the hot wire (I/d), the overheat ratio, 
and the conductivity of the wall substrate were found to 
have a significant effect on near-wall hot-wire measure- 
ments due to additional heat loss to the prongs and the 
wall. Therefore, the parameters of  the hot wire, wall 
substrate, and wall height were chosen so as to keep these 
errors minimal. Figures 11 and 12 in [7] show that for a 
'non-conduct ing '  wall substrate, a hot wire positioned at 
z+=3.6, with an lid=200 and an overheat ratio of 1.7, 
there is negligible error expected in the measured mean 
velocity. Also, Krishnamoorthy et al. [16] found that 
there is no influence of the overheat ratio on the root 
mean square, skewness, and flatness of the velocity sig- 
nature, and that the hot-wire diameter only effects these 
statistics for z+<3. 

Inadequate probe resolution can also significantly affect 
near-wall hot-wire measurements. The length of the 
sensing element determines the length over which the 
measurement  is averaged in the spanwise direction. If this 
length is too large, the spanwise spatial averaging can 
cause an attenuation of the root mean square of  the 
velocity signature and can also lead to inaccurate mea- 
surements of the skewness and flatness. This effect 
becomes more predominant  as the wall is approached. 
Ligrani and Bradshaw [17] conclude that for 8<z+<17.5, 
the measured turbulence intensity is accurate within 4% 
for/+<20-25,  while the skewness and flatness are accurate 
within experimental error. These results are consistent 
with Khoo et al. [12], who show (see their Figs. 2-4) that a 
hot wire with similar characteristics as the one used in this 
study (l+=20), fixed at z+=3.6, yields a 3% error in the 
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root-mean-square velocity fluctuation with respect to the 
friction velocity and a 10% and 4% error in the skewness 
and flatness factors, respectively. We regard these accu- 
racies as acceptable for the purposes of the present study. 

The hot-film shear stress sensors were statically cali- 
brated in situ against a Preston tube and the hot wire was 
calibrated in a separate calibration facility against a Pitot- 
static probe. The Delrin plug, in which the hot films were 
mounted,  was allowed to reach thermal equilibrium at 
each calibration point. For both the hot films and the hot 
wire, fourth-order polynomial curves were used and in the 
case of  the hot-films, as suggested by [4], higher order 
moment  corrections were calculated and found to be 
negligible. The fluid temperature was monitored during 
the calibration and experiments and did not fluctuate by 
more than +0.5~ 

3 
Correction method and discussion 
The correction method is applied to each of  the individual 
probes. A summary of  the procedure for the correction 
method is as follows: 

1. Obtain the power spectral density of the hot fihn and 
the 'correct '  power spectral density (in this instance, 
from the elevated hot wire). 

2. Calculate the correction function, which is based on the 
positive square root of the ratio of  the correct power 
spectral density (hot wire) to the power spectral density 
of  the hot film. 

3. Take the Fourier transform of the hot film, multiply by 
the correction function, and apply the inverse Fourier 
transform to obtain the corrected hot-film signature. 
These steps are detailed below. 

3.1 
Power spectral densities 
The power spectral densities of the wall shear stress are 
defined as 

(b(f) ----- lira 1--{F.T.'!~'It)]F.T[r'(t)]} . 
r - y :  T : . . . . .  
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where '  denotes a fluctuating quantity, f is frequency, F.T. 
denotes the Fourier transform and * denotes a complex 
conjugate. All spectra are normalized such that 

X 3  

.l, jla  = 0">, 
o 

where 0 signify a long time average. The power spectral 
densities of the hot-film shear stress sensor before cor- 
rection (original) and of the slightly elevated hot wire are 
shown in Fig. 2. It is easy to see the amplitude attenuation 
that occurs. Note that ~( f / f c )  is defined as the power 
spectral density per non-dimensional f r e q u e n c y f / f o  where 
fc=Uc/(2rc6) is taken to be a constant, which is non- 
dimensionalized using the square of the mean wall shear 
stress ((rw)z). Here, U o  the convection velocity, is taken to 
be 0.82U= following Uddin et al. [22], who concluded that 
a fixed convective speed was a reasonable assumption 
based on a survey of previous studies and from two-point 
double-velocity correlation measurements. 

3.2 
Ratio of the power spectral densities 
and correction function 
The ratio of the power spectral densities and the curve fit 
of this ratio are shown in Fig. 3. The hot-wire and hot-film 
data sets consist of 1,048,576 points. To retain the set size, 
as well as capture the low frequencies, the ratio must be 
determined using the largest number of points possible. 
However, this leads to relatively large scatter in the spectra 
because of the small number of records over which the 
ensemble average is being taken. To resolve this, fewer 
samples are used, allowing for more realizations in the 
ensemble, which smooths the final spectra and thus the 
ratio. The ratio as a function of frequency is not exactly 
a constant as suggested in [i] and this is what prevents 
the signature from being corrected using a simple ratio of 
root mean squares. Various methods can be employed 
for determining the ratio function and here it was deter- 
mined using error functions to blend characteristic lines. 

The correction function is based on a curve fit of the 
following form: 

10" I " Rati~176 t 
[ -- Ratio (8192 points) .... ~ i ' ] 
t - Curve fit :~. , ~ , ; ~ . A  

: 5h~.;:P4;" ' i V  

10" 
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Fig. 3. Ratio of hot-wire to hot-film spectra 

= f [Ow(f)/cl)0(f)] ~" 0 < f  <f~/2 C(f] 
' [ [OwG -f)/'~VoG -f)] �89 f2/2 < f  < f ,  

The o and w subscripts denote the original hot-film and 
hot-wire terms, respectively. The zero-frequency compo- 
nent of the original hot film is not corrected since it 
contains the mean of the hot-film signature, which is as- 
sumed to be correct (C(0)=I). It is necessary to take the 
square root of the ratio function because the power 
spectral density is the product of the Fourier transform 
and its complex conjugate. Since the power spectral den- 
sities of both the hot wire and hot film are positive, the 
root is always defined and real. Notice that the desired end 
result of the correction (the hot-film shear stress signature 
having the correct power spectral density) is directly re- 
lated to how well the ratio curve fit function describes the 
actual ratio of the power spectral densities. We expect that 
the correction function is dependent on Reynolds number 
and therefore must be recalculated for each flow inde- 
pendently. This is similar to Ljus et al. [18], who also 
found their correction function to depend on the Reynolds 
number. 

3.3 
Correction and discussion 
Once the correction function is obtained, the amplitude 
attenuation of the hot-film signature can be rectified. First, 
the hot-film signature is transformed to the frequency 
domain using the Fourier transform: 

V.T.[zo(t)] = R o ( f )  + Io ( f ) j  , 

where Ro(f) and Io(f) are the real and imaginary parts of 
the Fourier transform of the original hot-film signature 
and j = ~--~. Then, the coefficients (real and imaginary) 
at each frequency are multiplied by the correction function 
evaluated at the corresponding frequency: 

R e ( f )  = R o ( f ) C ( f )  , 

I~( f )  = I o ( f ) C ( f )  . 

Finally, the hot-film shear stress signature is trans- 
formed back to the temporal domain using the inverse 
Fourier transform: 

re(t) = F . T . - I [ R c ( f )  + Ic(f)j] . 

As discussed in Sect. 3.2, the size of the Fourier trans- 
forms will determine the final length of the hot-film sig- 
nature. The phase angle of the Fourier transform of the 
original hot-film signature, tan-~[Io(J31Ro(73], is not af- 
fected by the correction function since both the real and 
the imaginary parts are multiplied by the same function. 

The corrected hot-film power spectral density, along 
with original and hot-wire power spectral densities, are 
shown in Fig. 2. As expected, the agreement between the 
power spectral density from the hot wire and that of the 
corrected shear stress signature is very good. Represen- 
tative wall shear stress signatures from the hot film before 
and after the correction are shown in Fig. 4. Qualitatively, 
the signatures show that although the hot film has been 
corrected to have the same energy content as the hot wire, 
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the individual fluctuating characteristics of the hot film 
remain. The relative root mean square with respect to the 
mean, the skewness, and the flatness of the shear stress 
measured from the hot film before and after correction, 
from the hot wire and those found in comparable exper- 
iments are shown in Table 1. The corrected hot-film shear 
stress sensor statistics agree well with the results of Alfr- 
edsson et al. [1], Chew et al. [8], and Kim et al. [15]. The 
simulation results of the latter [15] were obtained from the 
slope of the velocity profile in the viscous sublayer. The 
probability density functions corresponding to these sta- 
tistics are shown in Fig. 5. The probability density func- 
tion of the corrected sensor is seen to improve as it closer 
approaches the assumed correct probability density func- 
tion of the hot wire. This is consistent with the improved 
skewness and flatness statistics shown in Table 1. 

Correlation coefficients, 

= - r)) 
/ , ) \ /  , ~ \ \1 ' 2  ' 
~ r2 / x'rg./ ) 

are shown in Fig. 6. Here, T is the time delay between the 
two signatures, which are both non-dimensionalized by 
their root mean square values. Figure 6a shows the auto- 
correlation of the original and corrected hot-film signatures 

Table 1. Turbulence statistics 

/ ,~1:"2 I 
t~ - ;  / \ r )  Skewness  Flatness  

Original  0.06 0.7 3.8 
Hot  wire 0.34 1.1 4.3 
Correc ted  0.36 0.9 4.4 
Al f redsson  et al. [1] 0.40 1.0 4.8 
Chew et al. [8] 0.39 1.0 4.8 
Kim et ai. [15] 0.36 0.9 4.1 
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corrected hot-film cross-correlation 

along with the autocorrelation of the hot-wire signature, 
while Fig. 6b shows the cross-correlation between the 
original and corrected hot-film signatures. Similar to the 
probability density functions, the autocorrelation of the 
corrected hot film follows the assumed correct atttocorre- 
lation from the hot wire. From the strong peak in the cross- 
correlation we see that the correction method has little 
effect on the phase of the wall shear stress signature. 

It is important to note that while the turbulence sta- 
tistics discussed above are greatly improved, there is still 
some difference between the corrected sensor's values and 
those suggested by other authors (Table 1). This difference 
is largely due to the method used to obtain the 'correct' 
power spectral density. In the other studies, more accurate 
methods were used to obtain the fluctuating wall shear 
stress, including but not limited to a hot wire with a 
smaller sensing element, a pulsed hot-wire, and laser 
Doppler velocimetry. Thus, the most significant limitation 
of the proposed correction method is the attainment of the 
correct power spectral density of the wall shear stress. 

4 
Summary and conclusions 
It has long been known that the use of statically calibrated 
hot-film shear stress sensors in air, mounted in or on a wall 
substrate, is plagued with difficulties, resulting in the 
inaccurate measurement of the amplitude of the instanta- 
neous wail shear stress. The use of a slightly elevated hot 
wire in the viscous sublayer of the boundary layer has been 
shown to better characterize the instantaneous wall shear 
stress. However, this is infeasible in multiple-probe ar- 
rangements where the probes are placed in an array in the 
stream-wise direction, resulting in flow disturbance and 
probe blockage. To overcome this obstacle and others, a 
correction method has been developed, which allows the 
use of a static calibration and greatly improves the 
measurement of the instantaneous wall shear stress. The 
correction method has been developed for applications 
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where  the p r i m a r y  conce rn  is a measu re  of  the p o w e r  
spectra l  dens i ty  o f  an ensemble - ave raged  s ignature  f rom an 
ar ray  o f  hot - f i lm shear  stress sensors.  The  cor rec t ion  
s cheme  involves m a t c h i n g  the tu rbu len t  energy (ampl i tude)  
of  the  hot- f i lm p robe  to that  o f  a sl ightly elevated ho t  wire,  
wh ich  is a s sumed  to give the cor rec t  reading.  To ob ta in  the 
co r rec t ed  ampl i tude ,  the Four ie r  t r a n s f o r m  of  the ho t  film is 
s imply  mul t ip l i ed  by  the square  roo t  o f  the ratio o f  ho t - f i lm 
to ho t -wi re  ensemble -ave raged  p o w e r  spectral  densi t ies .  
The  inverse  Four ie r  t r ans fo rm is then  appl ied  to r e tu rn  the  
ho t - f i lm s ignature  back  to the t ime  domain .  The cor rec t ion  
is shown  to work  well. The  root  m e a n  square  with respect  to 
the  mean ,  the skewness,  and the flatness o f  the co r r ec t ed  
hot - f i lm shear  stress s ignature  equals  0.36, 0.9, and  4.1, 
respect ively.  These  agree reasonab ly  well  wi th  the resul ts  o f  
p rev ious  expe r imen ta l  and  c o m p u t a t i o n a l  studies.  
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