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Inner-layer intensities for the flat-plate turbulent boundary layer combining a predictive wall-model with large-eddy simulations
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Time series velocity signals obtained from large-eddy simulations (LES) within the logarithmic region of the zero-pressure gradient turbulent boundary layer over a smooth wall are used in combination with an empirical, predictive inner-outer wall model [I. Marusic, R. Mathis, and N. Hutchins, “Predictive model for wall-bounded turbulent flow,” Science 329, 193 (2010)] to calculate the statistics of the fluctuating streamwise velocity in the inner region. Results, including spectra and moments up to fourth order, are compared with equivalent predictions using experimental time series, as well as with direct experimental measurements at Reynolds numbers $Re_\tau = 7300, 13600,$ and $19000$. The LES combined with the wall model are then used to extend the inner-layer predictions to Reynolds numbers $Re_\tau = 62000, 100000,$ and $200000$ that lie within a gap in log ($Re_\tau$) space between laboratory measurements and surface-layer, atmospheric experiments. The present results support a loglike increase in the near-wall peak of the streamwise turbulence intensities with $Re_\tau$ and also provide a means of extending LES results at large Reynolds numbers to the near-wall region of wall-bounded turbulent flows. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4731299]

I. INTRODUCTION

It has long been known that wall-bounded turbulent flows at moderate to large Reynolds number contain an extremely large range of eddy length scales. For the flat plate turbulent boundary layer, one measure of this is the friction Reynolds number $Re_\tau \equiv u_\tau \delta/\nu$, where $u_\tau \equiv \sqrt{\tau_w/\rho}$ is the friction or inner velocity scale and $\delta, \tau_w, \nu, \rho$ are the boundary layer thickness, wall shear stress, fluid kinematic viscosity, and density, respectively. Recent experimental studies at large $Re_\tau$, however, have suggested that $\delta$ is not itself the largest dynamically active length scale in the zero-pressure gradient turbulent boundary layer (ZPGTBL). Convincing evidence1–6 indicates that there exists very large-scale motions (VLSMs) or “superstructures” with scales of order $15$–$20\delta$ within the outer logarithmic part of the turbulent boundary layer. It is hypothesized that these elongated structures are slightly inclined to the horizontal and may be accompanied by large-scale counter-rotating roll-like modes; see Mathis et al.7 for a summary and discussion.

It has also been highlighted that the dynamical influence of the large-scale events extends to the wall where they affect the small-scale, near-wall fluctuations, in a significant way. Metzger and Klewicki8 showed that long wavelength motions, which scale on outer variables, have a significant effect on second, third, and fourth moments of the turbulence near the wall.

The studies of Abe et al.9 and Hutchins and Marusic6 have clearly indicated that the large-scale motions are felt all the way down to the wall, as a strong imprint (consistent with the attached eddy
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hypothesis of Townsend\cite{10}). Furthermore, Mathis et al.\cite{11} have shown that their influence is not simply a superposition, but also that these large-scale motions, associated with the log-region, substantially amplitude modulate the near-wall small-scale structures. In their work, Mathis et al.\cite{13} developed a mathematical tool to quantify the degree of modulation. Recently, Marusic et al.\cite{12} and Mathis et al.\cite{7} incorporated these ideas into an algebraic model that enables the prediction of near-wall statistics of turbulent streamwise velocity fluctuations using a single-point log-layer time-series signal as an input. Further details on this model are given in Sec. II A.

Mathis et al.\cite{11} have shown that their influence is not simply a superposition, but also that these large-scale motions, associated with the log-region, substantially amplitude modulate the near-wall small-scale structures. In their work, Mathis et al.\cite{13} developed a mathematical tool to quantify the degree of modulation. Recently, Marusic et al.\cite{12} and Mathis et al.\cite{7} incorporated these ideas into an algebraic model that enables the prediction of near-wall statistics of turbulent streamwise velocity fluctuations using a single-point log-layer time-series signal as an input. Further details on this model are given in Sec. II A.

Investigations using either direct numerical simulation (DNS) or large-eddy simulations (LES) of near-wall turbulence – for long-domain boundary layers at the largest laboratory Reynolds numbers presently achievable or for atmospheric boundary layers – have been hampered owing to the presence of small yet dynamically important anisotropic near-wall structures. The requirements for resolving both near-wall small eddies and large-scale structures severely limit the range of $Re_\tau$ accessible by both DNS and wall-resolved LES (in which near-wall structures are at least partially resolved). A further requirement is the capability of capturing variations $\sim O(\log (Re_\tau))$ in some important quantities, such as the wall skin-friction coefficient for smooth-wall flow. An alternative to wall-resolved LES is the use of wall-models specifically constructed to represent the effect of near-wall anisotropic eddies (see Piomelli\cite{13} for a review). While a principal objective of wall-modeled LES is to avoid the necessity of explicit resolution of near-wall turbulent structures, this comes with the price that some flow properties – such as the detailed near-wall statistics and their dependence on the presence of large-scales in the outer flow – cannot be investigated directly. We address this issue presently.

The main purpose of the present work is to examine the near-wall region of zero-pressure gradient turbulent boundary layer using a combination of wall-modeled LES coupled to a predictive wall model\cite{7,12} at Reynolds numbers which have been not yet accessible, by either numerical simulation or laboratory experiment. Specifically, we utilize a wall-modeled LES (Ref. 14) to provide the large-scale log-region velocity time series as the input to the predictive near-wall model of Marusic et al.\cite{12} and Mathis et al.\cite{7}. The combined LES and predictive inner-outer model potentially extends the LES capability to high Reynolds numbers, spanning the gap between laboratory turbulent boundary-layers and atmospheric surface-layers. This allows us to address some open questions regarding the large-scale effects on the near-wall statistics and their dependency on Reynolds number. For instance, the existence of an outer peak in the turbulent fluctuations profile remains controversial, and it would be only evident at very high Reynolds number.\cite{15,16}

The main purpose of the present work is to examine the near-wall region of zero-pressure gradient turbulent boundary layer using a combination of wall-modeled LES coupled to a predictive wall model\cite{7,12} at Reynolds numbers which have been not yet accessible, by either numerical simulation or laboratory experiment. Specifically, we utilize a wall-modeled LES (Ref. 14) to provide the large-scale log-region velocity time series as the input to the predictive near-wall model of Marusic et al.\cite{12} and Mathis et al.\cite{7}. The combined LES and predictive inner-outer model potentially extends the LES capability to high Reynolds numbers, spanning the gap between laboratory turbulent boundary-layers and atmospheric surface-layers. This allows us to address some open questions regarding the large-scale effects on the near-wall statistics and their dependency on Reynolds number. For instance, the existence of an outer peak in the turbulent fluctuations profile remains controversial, and it would be only evident at very high Reynolds number.\cite{15,16}

Brief accounts of both the predictive inner-outer model and subgrid-scale (SGS) model employed in the current LES are described in Sec. II. This is followed by an account of the LES in Sec. III. Discussion of results is found in Secs. IV and V before the conclusions in Sec. VI.

II. WALL MODEL DESCRIPTION

From the preceding discussions it should be clear that two different “wall models” are being considered here. Since these models are independent and have different functions, for the purposes of clarity we distinguish these as follows. See Figure 1. The first is the predictive inner-outer wall model of Mathis et al.,\cite{7} described in Sec. II A. We will refer to this as the “PIO wall model.” The second is the “LES wall model,” described in Sec. II B. The purposes of this LES model is to avoid the necessity of resolving the inner wall layer while still providing an estimation of the wall friction velocity. Also, it gives a boundary condition for the outer-flow LES at a “virtual” wall located at a fixed height from the actual wall. In the present work, the LES provides a velocity signal as an input to the PIO wall model. It should be emphasized that the LES wall-model is independent of and does not require feedback from the PIO wall model, and vice versa.

A. Predictive inner-outer model

Marusic et al.\cite{12} and Mathis et al.\cite{7} proposed a quantitative model to reconstruct the fluctuating streamwise velocity field, $u_{+}(z^+, t)$, in the near-wall region, based on a single point observation of
the large-scales in the log-region, \( u_{OL}^{+}(t) \),
\[
  u_{P}^{+}(z^{+}, t) = u^{+}(z^{+}, t) \left[ 1 + \beta(z^{+}) u_{OL}^{+}(t) \right] + \alpha(z^{+}) u_{OL}^{+}(t),
\]

where \( u_{P}^{+} \) is the predictive time-series at \( z^{+} \). The time-series \( u^{+} \) represents a statistically “universal” signal of the small-scales at \( z^{+} \) that would exist in the absence of any inner-outer interactions. The quantities \( \alpha(z^{+}) \) and \( \beta(z^{+}) \) are, respectively, the superposition and modulation coefficients. The parameters \( u^{+}, \alpha, \) and \( \beta \) are determined experimentally during the calibration of the model and are hypothesized to be Reynolds number independent. Note that the model in Eq. (1) consists of two parts. The first part of the equation models the amplitude modulation effect of the small-scales \( (u^{+}) \) by the large-scale motions \( (u_{OL}^{+}) \). The second term models the linear superposition of the large-scale events felt at a given wall-normal position \( z^{+} \). In order to apply (1), \( u_{\tau} \) must be known.

The only required input signal to the model is the large-scale fluctuating velocity signal from the log-region, \( u_{OL}^{+}(t) \), taken at the normalized wall-normal position where the calibration experiment was conducted, which is \( z_{*}^{+} = \sqrt{15} Re_{\tau} \), the approximate geometric center of the log-region. The large-scales signal is obtained by filtering first the raw signal to retain only length scales greater than a streamwise wavelength \( \lambda_{*}^{+} > 7000 \) (using Taylor’s hypothesis). Then, a spatial shift is applied to account for the mean inclination angle of the large-scale structures. The final step is to retain the Fourier phase information of the large-scale component used during the calibration of the model. See Mathis et al.\(^7\) for further details about the model and specific values of the parameters in Eq. (1).

Here the distance from the wall, \( z \), and the streamwise velocity component, \( u \), are normalized by inner-scale variables so that \( z^{+} \equiv z u_{r} / \nu \) and \( u^{+} \equiv u / u_{r} \). Also, \( u^{*} \) is normalized against \( u_{r} \).

### B. LES and LES wall model

Presently, we use LES of the zero-pressure gradient, smooth-wall, flat plate, turbulent boundary layer to provide a rake of velocity time series obtained at \( z^{+} \approx z_{*}^{+} \) as the raw signal input \( u_{O}^{+} \) to the PIO wall model, that is the signal from which \( u_{OL}^{+}(t) \) is obtained. Equation (1) then supplies a time series \( u_{P}^{+}(z^{+}, t) \) at each \( z^{+} \) from which both wall-normal variation of several moments of the probability-density function of the streamwise fluctuating velocity can be obtained as well as longitudinal spectra (using a local Taylor hypothesis) within a region that is inaccessible to the LES. The LES is based on an extension of turbulent channel flow LES (Ref. 17) to the zero-pressure gradient, developing turbulent boundary layer. Chung and Pullin\(^17\) developed a LES approach for near-wall flows based on combining the stretched-vortex SGS model with a tailored wall model. Their LES wall model begins with an
analytic integration of the streamwise momentum equation across a constant-thickness, wall-adjacent layer. Using inner-scaling to reduce the unsteady term, this leads to an ordinary-differential equation (ODE) at each point on the wall for the wall-normal gradient of \(xy\)-plane filtered streamwise velocity \(\eta(x, y, t)\) where \((x, y, z)\) are streamwise, spanwise, and wall-normal co-ordinates, respectively. This ODE contains the actual no-slip wall boundary condition together with inertial transport and viscous source terms that can be obtained from the LES, thus coupling the ODE to the outer LES while providing dynamical computation of the local wall shear stress, \(\tau_w = \mu \eta_w\), and hence the local friction velocity, \(u^+_t \equiv \nu \eta_w\), at all points on the wall.

Next, Chung and Pullin\(^{17}\) apply the stretched vortex SGS model within a near-wall region where it is assumed that the subgrid vortex elements represent attached vortices in the presence of the wall with assumed scaling that is linearly proportional to their distance from the wall. This is intended to capture the principal dynamical behavior of longitudinal vortices in wall-normal transport of streamwise momentum. An integration then leads to a “log-like” relationship for the “filtered” streamwise velocity in an inner, modeled layer bounded above by a virtual wall at \(z = \delta_0\) and below by the actual no-slip wall at \(z = 0\),

\[
\tilde{u}(z^+) = u_t \left( \frac{1}{K_1} \log \left( \frac{z^+}{\delta_0^+} \right) + B \right), \quad B = h_\nu^+ - \frac{\log h_\nu^+}{K_1},
\]

where \(K_1(x, y, t)\) is a Kármán-like “constant” and \(T_\nu\) is the subgrid stress tensor. They can be calculated dynamically in the LES and \(\gamma_\nu = \sqrt{2/\pi}\) is a mixing constant obtained using Townsend’s structure parameter,\(^{17}\) \(K\) is the local SGS kinetic energy, and \(h_\nu^+ = 10.23\) is an empirical parameter that appears as an integration constant in obtaining (2a). Since \(u_t\) is known from the numerical solution of the ODE and \(K_1(x, y, t)\) is provided by the LES, then (2) can be used to provide a slip-velocity boundary condition, \(\tilde{u}(h_\nu^+)\) at \(z = \delta_0\), for the outer-flow LES. Other boundary conditions are \(\tilde{\omega} = 0\) and \(\tilde{v}\) obtained from the continuity equation. Using this composite model, LES of channel flow at \(Re_\tau\) up to \(2 \times 10^7\) were reported,\(^{17}\) while Inoue and Pullin\(^{14}\) extended the model to performed LES of ZPGTBL at \(Re_\theta\) up to \(O(10^{12})\).

### III. SIMULATION DETAILS

#### A. Numerical method

The fractional-step method\(^{18}\) is used to solve the three-dimensional, incompressible, LES versions of the Navier-Stokes and continuity equations with periodic boundary condition in the spanwise or \(y\)-direction. Explicit, fourth-order finite differences on a staggered grid are used to approximate \(x\) and \(z\)-derivatives, while a Fourier spectral method is utilized for \(y\)-derivatives. Conservation of kinetic energy in the inviscid limit is achieved by the numerical scheme with the use of staggered grids.\(^{19}\) Scalable parallelization is achieved using a message passing interface. Details of the algorithm are described in Inoue and Pullin.\(^{14}\) The inflow generation scheme of Lund \textit{et al.}\(^{20}\) combined with the mirroring method proposed by Jewkes \textit{et al.}\(^{21}\) was used for all LES. This is shown to almost completely remove the spatially quasi-periodic effect in the overall LES.\(^{14}\) It may also allow shorter domain sizes in both DNS and LES of spatially developing boundary-layer flows, although not discussed in this paper.

#### B. LES performed

The present LES, summarized in Table II, were designed to match experimental conditions reported\(^{7,11}\) based on \(Re_\theta = \theta U_\infty/v\), where \(\theta\) is the local momentum thickness and \(U_\infty\) is the free-stream velocity. The grid is uniform, \(\Delta_x = \Delta_y = 3\Delta_z\), throughout the simulation domain. The raised wall is at \(h_\theta = 0.18\Delta_x\) for all LES independent of resolution. To capture the physics of long large-scale structures, we use long streamwise domains with \(L_x\delta_0 = 72\), where \(\delta_0\) is the inlet boundary-layer thickness. LES were performed in a domain \((L_x/\delta_0, L_y/\delta_0, L_z/\delta_0) = (72, 6, 4)\). The
TABLE I. Simulation parameters and some resulting quantities. Inflow velocity is a re-scaled velocity field taken from \( u_{\text{ref}} = 0.8L_x, (L_x/L_y, L_x/L_z) = (72, 4, 6) \), where \( \delta_x \) is the inlet boundary-layer thickness. The velocity signal was taken from \( u_{\text{ref}} = 0.75L_x \) except for case 62k-\( \tau \), where \( u_{\text{ref}} = 0.45L_x \). \( dt \) is a time step size, \( T^+ = T u_{\text{ref}}^+ / \nu \) is the normalized time interval over which the velocity signal was obtained. \( Re_{\tau, \delta_x} = u_t \delta_x / \nu \) and \( \delta_{99} \) is the 99% boundary layer thickness. \( \delta_t \) is the boundary layer thickness defined in Perry et al.\(^{24}\), \( \delta_x \) is taken well downstream of the hill where the effect of the inflow generation method is not visible.

<table>
<thead>
<tr>
<th>Case</th>
<th>( N_x )</th>
<th>( N_y )</th>
<th>( N_z )</th>
<th>( dt )</th>
<th>( T^+ )</th>
<th>( Re_{\tau, \delta_x} )</th>
<th>( \delta_{99} )</th>
<th>( \delta_t )</th>
<th>( u_t )</th>
<th>( \bar{K}_{\tau} )</th>
<th>( B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.3k-( \theta )</td>
<td>768</td>
<td>64</td>
<td>128</td>
<td>0.08</td>
<td>1.44 ( \times 10^6 )</td>
<td>6.89 ( \times 10^3 )</td>
<td>1.67</td>
<td>1.74</td>
<td>0.0338</td>
<td>0.397</td>
<td>4.38</td>
</tr>
<tr>
<td>13.6k-( \theta )</td>
<td>768</td>
<td>64</td>
<td>128</td>
<td>0.08</td>
<td>2.07 ( \times 10^6 )</td>
<td>1.25 ( \times 10^4 )</td>
<td>1.63</td>
<td>1.76</td>
<td>0.0321</td>
<td>0.389</td>
<td>4.25</td>
</tr>
<tr>
<td>19k-( \theta \L )</td>
<td>768</td>
<td>64</td>
<td>128</td>
<td>0.08</td>
<td>2.08 ( \times 10^6 )</td>
<td>1.62 ( \times 10^4 )</td>
<td>1.61</td>
<td>1.76</td>
<td>0.0313</td>
<td>0.386</td>
<td>4.21</td>
</tr>
<tr>
<td>19k-( \theta \H )</td>
<td>1152</td>
<td>96</td>
<td>192</td>
<td>0.06</td>
<td>1.41 ( \times 10^6 )</td>
<td>1.60 ( \times 10^4 )</td>
<td>1.60</td>
<td>1.85</td>
<td>0.0313</td>
<td>0.389</td>
<td>4.25</td>
</tr>
<tr>
<td>62k-( \tau )</td>
<td>1728</td>
<td>144</td>
<td>288</td>
<td>0.04</td>
<td>8.72 ( \times 10^5 )</td>
<td>5.44 ( \times 10^4 )</td>
<td>1.31</td>
<td>1.55</td>
<td>0.0283</td>
<td>0.382</td>
<td>4.15</td>
</tr>
<tr>
<td>100k-( \tau )</td>
<td>2304</td>
<td>192</td>
<td>384</td>
<td>0.03</td>
<td>1.21 ( \times 10^6 )</td>
<td>9.96 ( \times 10^4 )</td>
<td>1.47</td>
<td>1.77</td>
<td>0.0271</td>
<td>0.381</td>
<td>4.12</td>
</tr>
<tr>
<td>200k-( \tau )</td>
<td>3072</td>
<td>256</td>
<td>512</td>
<td>0.015</td>
<td>1.00 ( \times 10^6 )</td>
<td>2.00 ( \times 10^5 )</td>
<td>1.49</td>
<td>1.80</td>
<td>0.0257</td>
<td>0.386</td>
<td>4.21</td>
</tr>
</tbody>
</table>

LES provided a set of \( N_z \) velocity-time signals \( u_{\text{OL}}^+ (t) \), each at \( z^+ = z^+_\delta \), across the spanwise extent of the LES domain. Since \( z^+_\delta \) did not fall on a grid point, fourth-order interpolation was used.

It should be noted that grid resolutions here are chosen such that \( z^+_\delta \) will be located at approximately \( z_9 \approx 5 \Delta z/2 \) (third wall-normal grid point) so as to minimize the effect of the under-resolved region close to the virtual wall where the LES wall-model provides a slip velocity as a boundary condition. An exception is case 19k-\( \theta \L \) whose results show some effect of resolution (see Figure 8). Since \( z^+_\delta \) is fixed in inner scaling, then with the present uniform-grid LES and with a maximum of order 400 grid-points in the wall-normal direction this requirement limits presently attainable values of \( Re_{\tau, \delta_x} \), for the application of the current LES combined with the PIO wall model, to \( Re_{\tau, \delta_x} \approx 2.0 \times 10^3 \). We will subsequently refer to two sets of LES as intermediate (7.3k-\( \theta \), 13.6k-\( \theta \), 19k-\( \theta \L \) of Table I) and large (62k-\( \tau \), 100k-\( \tau \), 200k-\( \tau \)) Reynolds number, respectively. It should be emphasized that due to the above requirement to resolve the log-layer wall-normal location \( z^+_\delta = \sqrt{13} Re_{\tau} \), the grid point resolution used in the present PIO-LES model is rather more severe than the requirement of wall-modeled LES given by Chapman\(^{25}\) or Choi and Moin.\(^{26}\)

Each LES was run for 3-4 free-stream particle transit times through the domain, until statistical steady state was achieved, prior to the commencement of data sampling to calculate both time-averaged quantities and also the required velocity time series. Values of the LES sampling time period, \( T^+ = T u_{\text{ref}}^+ / \nu \), normalized on the wall-unit time \( v/u_{\text{ref}}^+ \) are shown in Table I, which also lists some integral quantities. We note that the LES does not resolve the viscous, wall-time scale \( v/u_{\text{ref}}^+ \).

The time series as input to the PIO model were obtained by sampling at every LES time step, \( \Delta t \). Since for the present LES, \( \Delta t = 3 \Delta z \), then taking \( \lambda^+_\tau = \Delta x u_{\text{ref}} / \nu \) and \( \Delta z = \delta / N_x \), where \( N_x \) is the number of grid points across the boundary layer, then gives, for the present LES, \( \lambda^+_\tau = 3 Re_{\tau} / N_x \). Typically, \( N_x \approx N_z / \delta \) and the values displayed in Table I then show that \( \lambda^+_\tau \lesssim 7000 \) for the present LES as required by the PIO model.

C. Skin friction and mean velocity profiles

The variation of \( U_{\infty}/u_t \), versus \( Re_{\theta} \) along the streamwise direction for intermediate Reynolds number is shown in Figure 2. Also shown are experimental measurements\(^7\) and the semi-empirical Coles-Fernholz relation.\(^{27}\) The wall-friction velocity \( u_t \), and, therefore, the wall shear stress are provided directly from the ODE incorporated in the LES wall model. The S-factor profiles show a hill or bump after the inlet, also seen in DNS studies,\(^{24}\) which is perhaps the effect of non-equilibrium following inlet as a result of the recycling procedure.\(^{21,29,30}\) Note that the rake of velocity time series is taken well downstream of the hill where the effect of the inflow generation method is not visible. Our results over-estimate the S-factor of the experimental measurements by about 1.5%. Meanwhile the Coles-Fernholz gives a reasonable representation of the LES variation of \( U_{\infty}/u_t \) across those sections of our \( Re_{\theta} \) range, where the boundary layer appears to be in equilibrium.
FIG. 2. Reynolds number dependency of $U_\infty/u_\tau$ for cases 7.3k-\(\theta\), 13.6k-\(\theta\), and 19k-\(\theta\)H. Solid lines: LES results, each line corresponds to each simulation case. □: locations where the velocity time series is taken. ×: corresponding experimental measurements.7 Dotted-dashed line: Coles-Fernholtz relation.27

**TABLE II. Reynolds number and ratio $U_\infty/u_\tau$ for each LES and corresponding experiments.**7, 11, 23, 24 S-factor; $S \equiv U_\infty/u_\tau$. $Re_\theta = U_\infty/\nu$ and $\theta$ is the momentum thickness. $Re_{\tau,c} = u_\tau \delta_c/\nu$ is a Reynolds number based in boundary layer thickness $\delta_c$. 

<table>
<thead>
<tr>
<th>Case</th>
<th>$U_\infty/u_\tau$</th>
<th>$Re_\theta$</th>
<th>$Re_{\tau,c}$</th>
<th>$Re_{\tau,99}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.3k-(\theta)</td>
<td>29.6</td>
<td>$1.97 \times 10^4$</td>
<td>$7.19 \times 10^3$</td>
<td>$6.89 \times 10^3$</td>
</tr>
<tr>
<td>Exp</td>
<td>29.3</td>
<td>$1.96 \times 10^4$</td>
<td>$7.34 \times 10^3$</td>
<td></td>
</tr>
<tr>
<td>13.6k-(\theta)</td>
<td>31.2</td>
<td>$3.60 \times 10^4$</td>
<td>$1.34 \times 10^4$</td>
<td>$1.25 \times 10^4$</td>
</tr>
<tr>
<td>Exp</td>
<td>30.6</td>
<td>$3.60 \times 10^4$</td>
<td>$1.36 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>19k-(\theta)L</td>
<td>31.9</td>
<td>$4.73 \times 10^4$</td>
<td>$1.77 \times 10^4$</td>
<td>$1.62 \times 10^4$</td>
</tr>
<tr>
<td>19k-(\theta)H</td>
<td>31.9</td>
<td>$4.73 \times 10^4$</td>
<td>$1.85 \times 10^4$</td>
<td>$1.60 \times 10^4$</td>
</tr>
<tr>
<td>Exp</td>
<td>31.4</td>
<td>$4.72 \times 10^4$</td>
<td>$1.88 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>62k-(\tau)</td>
<td>35.3</td>
<td>$1.71 \times 10^5$</td>
<td>$6.43 \times 10^4$</td>
<td>$5.44 \times 10^4$</td>
</tr>
<tr>
<td>Exp*</td>
<td>35.8</td>
<td>$1.56 \times 10^5$</td>
<td>$6.10 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>100k-(\tau)</td>
<td>36.9</td>
<td>$3.22 \times 10^5$</td>
<td>$1.20 \times 10^5$</td>
<td>$9.96 \times 10^4$</td>
</tr>
<tr>
<td>200k-(\tau)</td>
<td>38.9</td>
<td>$6.65 \times 10^5$</td>
<td>$2.42 \times 10^5$</td>
<td>$2.00 \times 10^5$</td>
</tr>
</tbody>
</table>
FIG. 3. Mean velocity profile for cases 7.3k-θ, 13.6k-θ, 19k-θH, 62k-τ, 100k-τ, and 200k-τ (from bottom to top). The experimental measurements at Reτ = 7300, 13 600, and 19 000 are from Mathis et al.,7 and that at Reτ = 62 000 is from Winkel et al.24 The symbol “×” marks the location of where the large-scale component is measured. Profiles are displaced 5 units of u/uτ for clarity. Dashed-lines are log law using K1 from (2b) and an additive constant B from (2a). Also see Table I.

IV. RESULTS AT INTERMEDIATE REYNOLDS NUMBERS

The velocity signals recorded in LES are now filtered to extract the large-scale fluctuating velocity u'OL(t), an input to the predictive inner-outer model. In Secs. IV A–IV D, we discuss our observations of the predicted statistics, including spectra and some higher order moments within the inner region. The effects of resolution and the length of velocity time series are also discussed. We will refer to three distinct type of results: direct experimental measurements (Exp), inner-layer predictions obtained using the PIO model with u'OL(t) provided by experiment (Exp-PIO) and inner-layer predictions obtained using the PIO model with u'OL(t) provided by LES (LES-PIO).

A. Streamwise turbulent intensity

Figure 4 shows a comparison of the predicted streamwise turbulent intensity profile, LES-PIO, against experimental measurement (Exp) and prediction (Exp-PIO). Also included in Figure 4 is the turbulent intensity profile from LES over z+ > h0+ containing SGS corrections to the resolved-flow calculated as \( \overline{u'^2} = \overline{u'\bar{u}'} + \overline{T_{xx}} \). The predicted LES-PIO \( u'_{rms}/u_\tau = \sqrt{\overline{u'^2}/u_\tau^2} \) profiles capture the essential features of the energy, including the slight increase of the near-wall peak with increasing Reτ. The LES is seen to underestimate the intensity in the outer-region. This comes from the fact that not all scales are resolved with LES, which led to a slight underestimation of the turbulent intensity due to the missing small-scale energy content in the outer-region (which has a small, but noticeable, contribution). However, since only the large-scale component is needed for the PIO model, this does not affect the prediction. Furthermore, the good agreement between LES-PIO and Exp-PIO results demonstrates the capabilities of LES to capture accurately the large-scales required as input to the PIO model. This lends support toward the direct use of the PIO model in conjunction with, or instead of, the LES wall model.

B. Longitudinal spectra of streamwise velocity

Figure 5 shows the pre-multiplied energy spectra of the streamwise velocity fluctuations, \( k_x \phi_{uu}/u'_c^2 \), for the resolved velocity signal (u'OL, i.e., not filtered) from LES and experiment at Reτ ≈ 7300, 13 600, and 19 000, all at z+ ≈ z'0. It is clear that the experimental time series covers a substantially wider domain at small scales than the LES. This is the effect of the LES cutoff at the local grid scale. Case 19k-θH covers a wider range of scales than case 19k-θL (see Figures 5(c) and 5(d)) because of the smaller time step size dt. Although the position of the spectra maximum
FIG. 4. Prediction of streamwise turbulence intensity $u'_{rms}/u_\tau$ as compared to measurements. Shown are direct experiment, direct LES and predictions of inner-layer intensities obtained using velocity signals from both experiment (Exp-PIO) and LES (LES-PIO). The symbol "×" marks the location where the time series $u_{OL}(t)$ is measured. (a) case 7k-θ; (b) case 13.6k-θ; and (c) case 19k-θH.

tends to be shifted toward smaller scales for the LES, the peak magnitude of LES and experiment are comparable. Importantly, the turbulent energy of the large-scale signal $u_{OL}^+$ – the areas under the curve on the right-hand side of the cut-off wavelength $\lambda_+^+ \geq 7000$ – remains close, only differing by a slight energy re-distribution. We recall that to extract $u_{OL}^+$ from the velocity signal taken from LES, the velocity signal $u_O^+$ is filtered to retain only large scales above streamwise wavelengths.
of \( \lambda_+ = 7000 \). This constitutes another limiting factor for higher Reynolds number application of the current LES as it is necessary to take smaller \( dt \) as Reynolds number increases to fulfill this requirement.

The contour maps of predicted pre-multiplied energy spectra, \( k_x \Phi_{uu}/u_r^2 \), shown in Figure 6, indicate that the Reynolds number effects are well captured by the LES-PIO model. Particularly, the increasing large-scale energy content with increasing \( Re_\tau \). A closer view of the pre-multiplied energy spectra is given in Figure 7, at the inner-peak location \( z^+_\theta \approx 15 \) and for two Reynolds numbers, \( Re_\tau = 7300 \) and 19 000. Again, excellent agreement is observed. However, in Figures 6 and 7(a) distinct discontinuity or a hump is observed around \( \lambda_+ = 4000-7000 \). This discontinuity is attributed to the fact that the model in Eq. (1) combines signals from two different data sources, LES and experiments, which are not synchronized together (even if the purpose of Fourier phase shift is to attempt to resolve this issue). Therefore, there is an overlap in the spectral domain between the universal signal \( u^* \) and the large-scale input component \( u^*_{OL} \), which induces this discontinuity. There are also nonlinear effects in Eq. (1) arising from multiplying two time series with different spectral support. Nevertheless, this does not propagate nor does it contaminate other statistics due to the fact the discontinuity has a very low energy.

**C. Signal length and resolution effects**

To ensure that results are not sensitive to the signal length provided by LES, sensitivity tests were performed for all the cases using elongated velocity signals constructed from concatenation of signals from different spanwise locations. Spanwise locations were at least \( 2\delta_0 \) apart to obtain uncorrelated signals. The results (not shown) do not make noticeable changes to the predictions. This is because the largest scales are already captured and converged in the time series obtained at a single location, allowed by the large computational domain used by the LES, \((L_x, L_y, L_z) = (72\delta_0, 6\delta_0, 4\delta_0)\).
FIG. 6. Predicted pre-multiplied energy spectra map of the streamwise velocity fluctuations $k_x \Phi_{uu}/U_2^2$; thick (blue) lines: prediction from LES resolved velocity signal; thin (grey) solid lines: measurements. (a) Case 7k-θ; (b) case 13.6k-θ; (c) case 19k-θH; and (d) case 19k-θL. Contours levels show $k_x \Phi_{uu}/U_2^2$ from 0.2 to 1.6 in steps of 0.2.

Figure 8 shows the effect of the LES grid’s resolution on the predicted turbulent intensity profile at $Re_\tau = 19,000$, for the low resolution case (19k-θL) and the high resolution case (19k-θH). The slightly larger prediction observed on the low resolution case is probably attributed to the LES containing more energy in the very long scales, compared to case 19k-θH as seen in Figures 5(c) and 5(d). Overall, the prediction from the higher resolution case 19k-θH agrees better with the experimental data. Recall that the grid position of $z_+^{\ast}$ is chosen to avoid the under-resolved region close to the virtual wall. The argument that numerical and modeling errors are unavoidable in the first few grid points was discussed in Cabot and Moin.32

FIG. 7. Example of predicted pre-multiplied energy spectra $k_x \Phi_{uu}/u^2$ at the inner-peak location ($z_+^{\ast} \approx 15$) as compared to measurements; thick (red) lines: prediction from LES resolved velocity signal; thin (grey) solid lines: measurements. (a) Case 7k-θ; and (b) case 19k-θH.
FIG. 8. The effect of resolution in LES-PIO predictions of streamwise turbulence intensity $u'_{\text{rms}}/u_\tau$ as compared to measurements. Also shown are intensities obtained directly from the LES, solid: case 19k-θH; open: case 19k-θL, and measurement at $Re_\tau = 19000$, solid line.

D. Measurement location and cut-off wavelength effects

As discussed in Sec. II A, the Reynolds number independent model parameters $u^*(z^+, t)$, $\alpha(z^+)$, and $\beta(z^+)$ are calibrated using filtered experimental measurement of the streamwise velocity signal taken from $z^+_O = \sqrt{15Re_\tau}$ with a cut-off wavelength $\lambda^+_x = 7000$. Here, we performed sensitivity tests on the parameters $z^+_O$ and $\lambda^+_x$ using velocity signals from four other locations and using two other cut-off wavelengths, $\lambda^+_x = 4000$ and 10 000 for case 19k-θH.

Results using the velocity signal from three locations in the range $105 < z^+_O < 520$ (instead of $z^+_O = \sqrt{15Re_\tau} \approx 490$), corresponding to the first to the third computational grid point from the virtual wall, effectively show no discernible difference in LES-PIO prediction of turbulent intensity profiles (not shown) compared to the original prediction shown in Figure 4(c). Figure 9(a) shows LES-PIO prediction of turbulent intensity profiles using the signal from the fourth grid point, $z^+_O \approx 730$. Although a deviation up to 2.9% at $z^+ \approx 200$ can be observed, the difference in predicted peak intensities at $z^+ \approx 15$ are smaller, of order 0.7%. Sensitivity to $\lambda^+_x$ is shown in Figure 9(b) which indicates some effects. This is expected since the model parameters are currently constructed for input of large-scale information with wavelength larger than $\lambda^+_x = 7000$. Using $\lambda^+_x = 4000$ and

FIG. 9. The effect of $z^+_O$ and cut-off wavelength in LES-PIO predictions of streamwise turbulence intensity $u'_{\text{rms}}/u_\tau$ for case 19k-θH as compared to measurements. Also shown are intensities obtained directly from the LES, solid diamond, measurement at $Re_\tau = 19000$, solid line.
10000 results in having more and less energy, respectively, within the predicted fluctuations. With proper calibrations for each cut-off value, the PIO model has been shown to be robust and exhibit little change with experimental velocity signal as an input. See Mathis et al. for details.7

V. RESULTS AT LARGER REYNOLDS NUMBER
A. Turbulence intensity and spectra

The combined LES-PIO model has been shown to fairly accurately reconstruct the near-wall field at intermediate Reynolds numbers. Particularly, a good agreement has been found with experiments and Exp-PIO predictions. Now we test the model at higher Reynolds numbers, \( R_e = 62000, 100000, \) and 200000, filling the gap between laboratory and atmospheric surface layer data. It should be noted that at such high-Re, there is no experimental data available in the near-wall region for comparison, and outer-region data are only available for \( R_e = 62000 \). Figure 10 depicts the predicted streamwise turbulent intensity profiles along with LES and experimental results. SLTEST data and corresponding Exp-PIO results have been included as an indicator of the predicted trends of turbulence intensity obtained from experiment. As discussed previously, the LES tends to underestimate the intensities in the outer part of the boundary layer, due to the missing small-scale energy content, but the essential \( R_e \) dependency feature is well captured. The magnitude of the LES-PIO intensity results at \( R_e = 62000 \) are in good agreement with experiment, at least where the measurements and the prediction intersects. The SLTEST prediction, at \( R_e = 1.4 \times 10^8 \) suggests that at high-\( R_e \), a second peak in the streamwise turbulent intensity profile emerges, and the LES-PIO results appear to support this. However, it should be recalled that the PIO model has been built using hot-wire measurements where a normalized sensor length, \( l^+ = l u/\nu = 22 \), was used. Therefore, \( u^* \) and \( u^+_p \) in Eq. (1) have the same spatial resolution characteristic, and the emergence of the second peak might be a result of spatial resolution issues. Nevertheless, the existence of an outer peak remains an open question. Based on the diagnostic plot, \(^36\) Alfredsson et al.\(^{15} \) suggested that an outer peak does exist at \( z^+ = 0.81 R e^{-2/5} \), if the Reynolds number is sufficiently large. For pipe flow, McKeon and Sharma\(^{37} \) use a linear model to identify a dominant VLSM-like mode whose propagation velocity matches the local mean velocity at \( z^+ \sim R e^{2/3} \). They argue that at this “critical layer,” the exchange of energy between the mean flow and the forced mode is enhanced resulting in a peak in turbulence intensity. It should be noted that LES-PIO results shown in the present paper are up to \( z^+ \approx 360 \) and do not reach the proposed outer-peak location for cases 62k-\( \tau \) to 200k-\( \tau \) (respectively, \( z^+ = 970 \) and \( z^+ = 1230 \)).

![FIG. 10. Prediction of streamwise turbulence intensity \( u''_{rms}/u_\tau \) for cases 62k-\( \tau \), 100k-\( \tau \), and 200k-\( \tau \). Also shown are measurements at \( R_e = 62000 \) from Winkel et al.\(^{24} \) and at \( R_e = 1.4 \times 10^8 \) from SLTEST. The symbol “×” marks the location where the large-scale component is measured.](http://pof.aip.org/series/0029-7805-24-7/075102-7)
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FIG. 11. Reynolds number dependency of the inner-peak intensity \( \frac{u'^2}{u^2 \tau} \) (around \( z^+ = 15 \)) for Exp-PIO, LES-PIO and those with correction taking into account the hot-wire spatial resolution effect to an assumed wire length of \( l^+ = 3.8 \); The open-circle symbols (○) are a compilation of results from where \( l^+ \leq 10 \), including DNS and experimental measurements from channel flow, boundary layer, and atmospheric surface layer (see Hutchins and Marusic for details).

Figure 11 shows the Reynolds number dependency of the near-wall peak in \( \frac{u'^2}{u^2 \tau} \), for Exp-PIO and all LES-PIO results, along with available data from the literature. Also included are the spatially corrected Exp-PIO and LES-PIO results using the correction scheme proposed by Chin et al.\textsuperscript{33} to take into account the spatial resolution effects of the PIO model (\( l^+ = 22 \)), where the missing energy is modeled using two-dimensional spectra from DNS of turbulent channel flow. Overall, the LES-PIO follows the general trends of both direct measurement and Exp-PIO and support loglike increase in \( \frac{u'^2}{u^2 \tau} \) with increasing \( \text{Re}_\tau \). In particular the three high-Reynolds number LES-PIO results are seen to fall within a large gap between laboratory and SLTEST estimates. Two empirical fits to the data are shown in Figure 11. The log-relation

\[
\left( \frac{\frac{u'^2}{u^2 \tau}}{\text{peak}} \right) = 0.39 \log(\text{Re}_\tau) + 4.80
\]

has the same gradient proposed by Marusic et al.\textsuperscript{38} using measurement with consistent \( l^+ \), whereas other studies presented different slopes.\textsuperscript{6–8} We comment that experimental measurement of the logarithmic growth remains uncertain owing in part to variable hot-wire sensor size \( l^+ \) that can produce attenuation effects in the measured peak turbulent intensity: see Hutchins et al.\textsuperscript{34} and Örlü et al.\textsuperscript{39} for a review of measurement techniques and related issues. This potential source of uncertainty in our results is insignificant owing to the fact that our results are essentially equivalent of using constant hot-wire sensor size of \( l^+ = 22 \) and that they cover presently a wide range of Reynolds number.

The energy content of all LES-PIO prediction, for cases 7.3k-\( \theta \), 19k-\( \theta \)H, 62k-\( \tau \), and 200k-\( \tau \), are given in Figure 12 for the inner-peak location, \( z^+ \simeq 15 \). Again, it can be observed that the increasing large-scale energy with increasing \( \text{Re}_\tau \) is well captured by the LES-PIO, identically to the Exp-PIO model shown in Mathis et al.\textsuperscript{7}

### B. Higher order statistics

Direct LES and LES-PIO results for skewness and kurtosis are shown compared with direct experimental measurement and also Exp-PIO results in Figure 13. The LES-PIO results show excellent agreement with experiment in the inner layer, while Exp-PIO and the LES-PIO results are indistinguishable. The results of direct LES in the outer layer are overall good up to the edge of boundary layer, except for a few grid points near the virtual wall. As in turbulent intensity prediction,
FIG. 12. Reynolds number evolution of the predicted pre-multiplied energy spectra $k_x \Phi_{uu}/u_1^2$ at the inner-peak location ($z^+ \approx 15$) for cases 7.3k-$\theta$, 19k-$\theta$H, 62k-$\tau$, and 200k-$\tau$.

FIG. 13. Skewness $u''^3/(u'^2)^{3/2}$ and Kurtosis $u''^4/(u'^2)^2$ profile for cases 7.3k-$\theta$, 13.6k-$\theta$, 19k-$\theta$H, 62k-$\tau$, 100k-$\tau$, and 200k-$\tau$. (From bottom to top) The experimental measurements at $Re_\tau = 7300$, 13 600, and 19 000 are from Mathis et al. The highest Reynolds number case corresponds to SLTEST data. The symbol “×” marks the location of where the large-scale component is measured. For key see Figure 10.
FIG. 14. Reynolds number dependency of predicted (a) skewness and (b) kurtosis using the LES-PIO model, for cases 7.3k-θ, 13.6k-θ, 19k-θH, 62k-τ, 100k-τ, and 200k-τ.

a discontinuity can be seen between the inner-layer LES-PIO results and the direct outer-layer LES results (see Figures 4 and 10). It should be noted that the PIO model does not guarantee that the predicted value should exactly match the actual value that the velocity signal itself has at \( z^+ = z_0^+ \). The velocity signal used as an input only contains the fluctuations of the larger scale components. In a LES context, the input signal is a resolved scale signal without a sub-grid contribution, while the numerical values shown as outer-layer LES calculation in each figure contain a sum of resolved and estimated sub-grid contributions \( \langle u'^2 \rangle = \bar{u}' \bar{u}' + T_{uu} \), for example. Figure 14 shows the predicted LES-PIO skewness and kurtosis for all present Reynolds numbers. The small but definite Reynolds number dependency is clear. Such Reynolds number dependency of the third and fourth moments have previously been reported by Metzger and Klewicki,\(^8\) arguing that this trend is caused by the growing influence of the large-scales with \( Re_\tau \). More recently, Mathis et al.\(^40\) have shown that the increase in the skewness profile is closely related to an increasing effect of amplitude modulation with \( Re_\tau \), a nonlinear effect from large-scale signal rather than a simple superposition.\(^8\) Our results indicate that this effect continues to grow.

VI. CONCLUSIONS

The present approach utilizes large eddy simulation\(^14,17\) together with an inner-outer predictive model\(^7,12\) to calculate the statistics of the fluctuating streamwise velocity in the inner region of the zero-pressure gradient turbulent boundary layer. The LES provides a time series of the streamwise velocity signal within the logarithmic region, which is then filtered and used as an input for the inner-outer predictive model to provide a streamwise fluctuating velocity within a region which is inaccessible to both the present LES (with a wall model) at all Reynolds numbers and present experimental measurements at very high Reynolds numbers.

We first tested the effectiveness of this approach at intermediate Reynolds number, \( Re_\tau \sim 7300, 13,600, \) and \( 19,000 \). This reproduced velocity fluctuations within the near-wall region, \( 0 \leq z^+ < 360 \), with reasonable agreement with direct experimental measurements for the streamwise turbulent intensities. Although small discontinuities are observed in the predicted pre-multiplied energy spectra map, the composite model captures the general trend of its energy distribution including the inner peak and a suggestion of the existence of outer peak in the wall-normal profile of turbulent intensities. It has also been shown that the deviations of the predictions from experiments are of the same order as those obtained using the velocity signal taken from experiments as input to the inner-outer predictive model. Time series obtained from the LES used as input to the inner-outer predictive model then provided predictions at the substantially larger Reynolds numbers of \( Re_\tau = 62,000, 100,000, \) and \( 200,000 \). Further, higher order statistics comprising the skewness and kurtosis of the streamwise velocity fluctuations up to \( Re_\tau \sim O(10^5) \) were also obtained and shown to give good agreement with experimental measurements at intermediate Reynolds numbers.
The LES appears to provide a large-scale velocity signal from the log-region that contains increasing energy in large-scale motions. As observed in the predicted pre-multiplied energy spectra profiles, the near-wall fluctuations contain an enhanced energy content in the large-scale motions with increasing $Re_{\tau}$, which is consistent with previous experimental observations. Owing to this large-scale energy increase, the inner-peak turbulent intensity increases as $log\left(Re_{\tau}\right)$. An increasing effect of amplitude modulation with $Re_{\tau}$ is also observed in the skewness profile. The LES-predictive inner-outer results support a loglike increase in the inner peak of the streamwise turbulence intensity with increasing $Re_{\tau}$ and provide prediction within a gap in $log\left(Re_{\tau}\right)$ space between present laboratory measurements and surface-layer, atmospheric experiments. Overall, the LES appears to successfully capture the very large-scale motions that are hypothesized to drive this increase within the predictive inner-outer model.

Two principal advances of the present work can be summarized as follows: First, velocity time series obtained from LES and used as input to the inner-outer predictive model can be used to extend the wall-normal range of the LES well into the near-wall region. This has been demonstrated for the zero-pressure gradient, smooth-wall turbulent boundary layer, but the methodology appears sufficiently robust to be applicable to other wall-bounded turbulent flows such as pipe and channel flows and boundary layers in the presence of pressure gradients. Second, the results have provided predictions of the dependence of the near-wall peak in streamwise turbulent intensities that are beyond the range of present-day laboratory experimental facilities.
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