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Abstract 

In two-phase flows, the flow behaviour is closely coupled with 

the interfacial momentum transfer of which is characterised by 

the bubble size distribution. In this regards, a two-phase bubbly 

flow over flat plate using an Eulerian-Eulerian two-fluid model 

coupled with the MUSIG (MUltiple SIze Group) population 

balance model is numerically investigated and validated against 

experimental results for a range of flow conditions.  

Different kernels of bubble break-up and coalescence 

mechanisms are selected to investigate their influence on the 

bubble size distribution. The turbulence is modeled based on 

Reynolds averaged Navier-Stokes (RANS) transport equations 

for carrier and dispersed phases, where Shear Stress Transport 

(SST) model is employed for the carrier. Zero equation 
turbulence is adopted for the dispersed phases. The skin friction 

coefficient validation, void fraction distribution and bubble size 

distribution for different bubble rates are investigated and 

discussed.  

Introduction  

Two-phase gas–liquid flows are prevalent in many industries 

such as nuclear, chemical, mineral, pharmaceutical, food, civil 

and metallurgy. Such flows have complex structures which can 

dynamically evolve in terms of the local hydrodynamic variables 

like bubble size distribution, bubble coalescence and breakage 

rate, void fraction and interfacial area concentration. Studying the 
bubble size distribution may also reveal more detail information 

like the investigation on the noise that is caused by bubble break-

up in a process. Furthermore, the study of the mechanisms of 

drag reduction (DR) has been prevailing over the past few 

decades, both numerically and experimentally, in order to 

achieve a highly efficient ship tanker, submarine or even the 

transport of fluids to a long distance through pipelines. One 

theory in literature is that the drag reduction is caused by the 

density ratio effect which depends on the material properties of 

the continuous phase (water) and the dispersed phase (bubbles). 

Since the density ratio of the phases is high, the viscosity of the 

mixture is increased, and the turbulent momentum transfer 
caused by the dispersed phase is decreased. Consequently, the 

wall shear stress and the skin friction is reduced.  

This theory was derived by the assumption of constant bubble 

size throughout the downstream of the boundary layer [7] which 

indicates the neglect of the evolution of bubble size distribution 

caused by the bubble break-up and coalescence mechanisms. The 
bubble size distribution has the direct and significant influence on 

the bubble dynamics whose ignorance may be only valid for the 

problems with a considerably low bubble number density. This 

assumption may cause considerable error to the numerical 

predictions especially for the cases with high number densities 

where the coalescence and break-up mechanisms play an 

important role in bubble dynamics. Murai et al. [8] reported that 

intermediate/large bubbles were formed in the downstream 

region due to the high rate of bubble coalescence in the shear 

layer.  

Mohanarangam et al. [6] numerically investigated the role of the 

micro-bubble in drag reduction. In this paper, the influence of 

bubble size distribution in drag reduction of slightly bigger 
bubbles is investigated. For this purpose, a two-fluid model along 

with a10 bubble classes MUSIG (Multi-SIze-Group) model is 

employed. The influence of different coalescence rates is studied 

through the application of different coalescence kernels in the 

population balance model. The skin friction ratios are compared 

against the experimental data of Madavan et al. [4]. The void 
fraction profiles along the outlet as well as the bubble size 

distribution for different gas injection rates are investigated.  

Two-Fluid Model 

The current numerical simulations are based on the two-fluid 

model approach. The Eulerian-Eulerian modelling framework is 

based on ensemble-averaged of mass, momentum and energy 

transport equations for each phase. Regarding the liquid phase (l) 

as continuum and the vapour phase (bubbles) as dispersed phase 

(g), these equations can be written as: 
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The interfacial force Flg appearing in equation (3) is formulated 

through appropriate consideration of different sub-forces 



affecting the interface between each phase. For the liquid phase, 

the interfacial force comprises the sum of the sub-forces such as 

drag, lift, wall lubrication and turbulent dispersion respectively. 

Note that for the gas phase, Fgl = - Flg. 

Interfacial transfer of momentum, heat and mass is directly 

dependent on the contact surface area between the two phases 

and is characterized by the interfacial area per unit volume 

between phase � and phase �, which is the interfacial area density 

A��.  The Particle Model is used to model this interfacial transfer 
between the two phases, assuming that one of the phases is 

continuous (phase �) and the other is dispersed (phase �). The 

surface area per unit volume is then calculated by assuming that 

phase � is present as spherical particles of mean diameter d�. The 

interphase contact area after some modifications for robustness is 

given by 

#$% � &'%()% (5) 
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The non-dimensional interphase transfer coefficients may be 

correlated in terms of the particle Reynolds number and is given 

by 

:;$% � �$<=% � =$<)%�$ (7)   

where �$ is the viscosity of the continuous phase �. 

Population Balance Model 

On the right hand side of equation (2), Si represents the additional 

source terms due to coalescence and breakage for the range of 

bubble classes that can exist within the vapour phase. The MUlti-

SIze-Group (MUSIG) population balance model has been 

adopted to account for the non-uniform bubble size distribution 
in subcooled boiling flows. The model divides the continuous 

size range of bubbles into a number of discrete classes and 

assumes each bubble class travel at the same mean algebraic 

velocity. Continuity equation for the individual number density 

of bubble class i can be expressed as follow [1]: 

�>��� � �� �
���>�� � ?@:AA B
�
� �:CD�� (8) 

where �E :AA �� represents the net change in the number density 

distribution due to coalescence and break-up processes. The term �:CD��constitutes the essential formulation of the source/sink rate 

for the phase change processes associated with subcooled boiling 

flow. Detailed expressions of these rates can be found in [10]. 

Here, the break-up rate of bubbles of volume FA into volume F� is 

modelled according to the model developed by Luo and 

Svendsen [3]. The model is developed based on the assumption 

of bubble binary break-up under isotropic turbulence situation. 
The daughter size distribution has been taken account using a 

stochastic breakage volume fraction fBV. Incorporate the increase 

coefficient of surface area GH � I�JKLMN � 	7 � �JKLMN � 7O into the 

breakage efficient, the break-up rate of bubbles can be obtained 

as: 
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where X � d )Ae  is the size ratio between an eddy and a particle in 

the inertial sub-range and consequently X0�1 � d0�1 )Ae  and C and 

� are determined, respectively, from fundamental consideration 
of drops or bubbles breakage in turbulent dispersion systems to 

be 0.923 and 2.0. 

On the other hand, bubble coalescence occurs via collision of two 

bubbles which may be caused by wake entrainment, random 

turbulence and buoyancy. However, only turbulence random 

collision is considered in the present study as all bubbles are 
assumed in spherical shape (wake entrainment becomes 

negligible). Furthermore, as all bubbles travel at the same 

velocity in the MUSIG model, buoyancy effect is also eliminated. 

The coalescence rate considering turbulent collision taken from 

Prince and Blanch [9] can be expressed as: 

f�A � gh I)� � )AOL�
i�L � 
iAL �j�c;^_ S� ��Ak�AU (10) 

where k�A  is the contact time for two bubbles given by �)2l `e �`Mm T7Mme  and ��A  is the time required for two bubbles to 

coalesce having diameter di and dj estimated to be ��)�A `e �N�� 7&ae "j�c no�pj pHe �. The equivalent diameter dij is 

calculated as: )�A � �` )�e � ` )Ae �qV. According to Prince and 

Blanch [9], for air-water systems, experiments have determined 
the initial film thickness ho and critical film thickness hf at which 

rupture occurs to 7 ] 7rqs and 7 ] 7rqt m, respectively. The 

turbulent velocity ut in the inertial sub-range of isotropic 

turbulence is given by: 
i � u`TVMN)VMN. 

Numerical Details 

The conservation equations for mass, momentum and energy of 

each phase are discretised using the finite volume technique. A 

total number 10 bubble classes are prescribed for the dispersed 

phases. This represents an additional set of 10 transport equations 
of which are progressively solved and coupled with the flow 

equations during the simulations. Two sets of simulations with 

break-up coefficient of 1.0 and 0.05 are run in this study. Figure 

1 shows the schematic diagram of the numerical model used in 

our computations. The numerical simulations are performed with 

a velocity inlet and a pressure outlet, on the left and right side of 

the 2D computational domain respectively. The top boundary is 

modelled as traction-free opening, wherein the height of the 

computational domain reflects half the height of the original test 

section. The bottom part of the domain has been divided into 

three distinct sections, section 1 & 3 were modelled as walls 

emulating the experimental boundary conditions, whereas the 
section 2 is modelled as the inlet boundary condition for our gas 

inlet imitating the experimental conditions of gas injection 

throughout the porous plate.  

Figure 1. Schematic diagram of the numerical model.

 A uniform liquid velocity is specified at the inlet of the test 

section and different gas flow rates are specified along the 

section 2 of the computational domain. The free stream velocities 
and the gas injection rates used in the simulations are 

Traction-free opening 

Velocity 

Inlet 

x

y 0.057m 

Pressure 
outlet

0.280m 0.178m 0.254m 

Section 1 Section 2 Section 3



summarized in Table 1. An area permeability of 0.3 which lies in 
line with the sintered metal used in the experiments and also 

employed in the numerical work of Kunz et al. [2] is used all 

along section 2 for gas injection purposes. At the outlet, a relative 

averaged static pressure of zero is specified. For all flow 

conditions, reliable convergence are achieved within 2500 

iterations when the RMS (root mean square) pressure residual 

dropped below 1.0×10-5. A fixed physical time scale of 0.002s is 

adopted for all steady state simulations. 

Case Air flow rate 

Qa (m
3/s) 

Water free 

stream 

velocity (m/s) 

ReL based on 

the total plate 

length 

Q0-V9.6(Cfo) 0 9.6 7.66 x 106

Q1-V9.6 0.001 9.6 7.66 x 106

Q2-V9.6 0.0015 9.6 7.66 x 106

Q3-V9.6 0.002 9.6 7.66 x 106

Q4-V9.6 0.0025 9.6 7.66 x 106

Q5-V9.6 0.003 9.6 7.66 x 106

Table 1. Input boundary conditions for the computational model. 

Results and Discussion 

The two-phase bubbly flow is created by the injection of air 

through the ‘section 2’ of the computational domain. The depth 

of the domain is assumed to be 0.102 m, in order to calculate the 

gas inlet volumetric flow rates though the section. The gas 
injection rates (Qa) have been varied through the section and their 

skin friction coefficients have been tabulated across. Figure 2 

shows the comparison of our simulated skin friction ratios for 

both of the numerical simulations of break-up coefficients equal 

to 1.0 and 0.05 against the experimental findings of Merkle and 

Deutch [5] for varying gas injection rates (Q1-Q5). In this graph, 

Cf & Cf0 are the skin-friction coefficients with and without the 

gas injection respectively. The skin-friction co-efficient 

throughout our numerical study have been obtained by averaging 

out the entire flat plate of ‘section 3’. It can be seen that both 

models show reasonable agreement with experiment which 
allows the further investigation of the flow.  

Figure 2. Comparison of computed skin-friction coefficient with 

experimental data of Merkle and Deutch [5]. 

Figure 3a presents the void fraction profiles for the dispersed 

phase for the free-stream velocity of 9.6 m/s with break-up 
coefficient of 0.05, along the outlet plane of the geometry. Figure 

3b depicts similar graph for break-up coefficient of 1.0. In both 

graphs of Figure 3, y+ is calculated from 

vw � v
xy  (11) 

where y is vertical distance from no-slip wall, 
x is the friction 

velocity and y is the kinematic viscosity. It can be seen that there 

is a sharp increase in the void fraction for a y+ value of about 400 

for the maximum flow rate, with the maximum occurring at 

around 0.25, whereas from figure 3b, where break-up coefficient 

is 1.0, it can be seen that the void fraction profiles for the 
dispersed phase occurring in a slightly different pattern with the 

maximum occurring at around 0.8 at a distance around y+ = 150. 

This occurrence of maximum void fraction can be studied to 

explain the degree of drag reduction between the two break-up 

coefficients considered in our study. For the case ‘b’, where the 

maximum void fraction is higher than that of case ‘a’, a higher 

degree of drag reduction is seen. This is attributed to the fact that 

by having a lower break-up coefficient, bubbles may not break 

into smaller size, so they can rise and distribute themselves 

within the boundary layer easier.  

Figure 3. Volume fraction of air along the outlet for (a) break-up 

coefficient = 0.05, (b) break-up coefficient = 1.0.

This approves the findings that with smaller bubbles, higher drag 

reduction could be achieved. It can be seen that for all the cases 

by increasing the gas flow rate, the void fraction of the injected 
air increases and later due to the dispersion and also the washing 

down effect of the continuous phase flattens out. It is interesting 

to point out that there is a thin film of liquid which regardless of 

the gas injected flow rates covers all over the wall. By the 

comparison of Figures 3a and b, it can be concluded that as the 

liquid film becomes thinner, the shear stress of the film 

decreases. Consequently, the skin friction ratio Cf/Cf0 becomes 

lower, and drag reduction becomes higher. Also, this finding is in 

accordance with the fact that with the increase in the gas flow 

rate, the skin friction ratio decreases due to subsequent thinning 

of the liquid film adjacent to the wall. In the numerical 
simulations, the influence of bubble coalescence and break-up is 

investigated through the application of different coalescence 

kernels and the break-up coefficient. Figure 4 depicts the bubble 

size distribution predictions at the outlet for different coalescence 

kernels of Prince & Blanch, Coulaloglou & Tavlarides, and Lehr 
et al. for (a) case Q1-V9.6 and (b) case Q3-V9.6 with the break-

up coefficient of 0.05. In figure 5, all the numerical set up is kept 

unchanged except the break-up coefficient to investigate the 

influence of break-up mechanism. By comparing figures 4 and 5, 

it is noticeable that figure 4 predicts larger bubbles. The reason is 

that break-up coefficient is considered to be 20 times less which 



prevents the efficient breakage mechanism of the bubbles. As a 
result, larger bubbles exist throughout the outlet.

Figure 4. Bubble diameter distribution function with break-up coefficient 

= 0.05 for (a) Q1-V9.6 and (b) Q3-V9.6.  

Figure 5. Bubble diameter distribution function with break-up coefficient 

= 1.0 for (a) Q1-V9.6 and (b) Q3-V9.6.  

These predictions are in accordance with the numerical 
predictions of Mohanarangam et al. [6] where the distribution 

tends to have a peak at larger class in lower break-up coefficient. 

Also, in both figures case Q3-V9.6 yields in higher volume 

fraction predictions which confirms the higher injection rate of

the gas in the domain. The kernel of Coulaloglou & Tavlarides 

predicts differently in figures 4 and 5. This kernel predicts an 

almost constant increase in bubble size in each bubble class in 

Figure 4; whereas, in figure 5, it predicts an almost constant 

decrease. Both Prince & Blanch and Lehr et al. kernels tend to 

predict a bimodal bubble size distribution in almost all cases with 

a difference that the peak for smaller size is higher in figure 5. By 
having a closer examination, one could see that Prince & Blanch 

predicts larger bubbles which indicates a higher rate of 

coalescence compared to other kernels. However, the question of 

which kernel is predicting better for the given flow condition, 

could only be answered by having experimental data of bubble 

size distribution which could validate the numerical predictions. 

Conclusions 

Numerical simulation of two-phase bubbly flow over flat plate 

has been successfully investigated using MUSIG model with 

different coalescence and break-up kernels. The numerical 

predictions of skin friction for both break-up conditions show 

good agreement with experimental results. Different coalescence 

kernels show different behaviours in prediction of bubble size 

distribution which ascertains the importance of such mechanisms 

in bubble dynamics. However, further study is directed towards 

investigating the accuracy of such mechanisms. 
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