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Abstract

Noise generated by turbulent flow past a sharp edge is impor-
tant in the design of a variety of applications such as aircraft and
wind turbines. It is therefore useful to have predictive methods
that can capture the effects of subtle design changes on the flow
and resulting radiated noise. In this paper, such a methodology
is presented and used to predict noise from a sharp-edged strut
with a turbulent boundary layer. The method is unique because
it combines mean flow data from a Reynolds Averaged Navier
Stokes (RANS) solution with statistical models of the turbu-
lence to form acoustic source terms for an analytical acoustic
model. Three different CFD codes (OpenFOAM, STAR-CCM+
and Fluent) are used to carry out the flow calculations, and two
of the solutions are used as input to the noise prediction model.
The resulting noise predictions are critically compared against
each other and also with experimental data. The differencesare
highlighted to illustrate the sensitivity of the acoustic predic-
tions to the RANS solution.

Introduction

Trailing edge noise is an undesired feature in a range of applica-
tions, including (but not limited to) aircraft and wind turbines. It
is therefore useful to have predictive methods that can capture
the effects of subtle design changes on the flow and resulting
radiated noise. Empirical models, such as the BPM model [4],
are often used due to their computational efficiency; however,
these methods are based on global flow parameters (generally
displacement thickness and mean flow velocity), and hence can-
not capture the effects of subtle design changes in the resulting
noise spectrum. Moreover, they do not perform well in low to
moderate Reynolds numbers flows [10].

Direct Numerical Simulation (DNS) or Large Eddy Simulation
(LES) can be used to calculate the radiated noise directly [12],
or to provide the time varying data required to assemble the
noise sources for noise calculations using Linearized Euler
Equations (LEE), or an acoustic analogy technique. However,
the computational requirements of DNS and LES are very large,
making their use cumbersome for the design of low noise air-
foils, where many design variations need to be evaluated in a
timely manner.

As the solution of the Reynolds Averaged Navier-Stokes
(RANS) equations is a well established tool for aerodynamic
design, and it poses less stringent computational demands than
DNS or LES, RANS-based trailing edge noise prediction meth-
ods are highly desirable. However, RANS does not provide
enough information to perform noise calculations directly, so
a model for the turbulent sources is required. A possible ap-
proach is to use a model for the surface pressure spectrum near

the trailing edge, based on the mean flow statistics providedby
a RANS solution, and use the theory of Amiet [3] to calculate
the far field noise. Different surface pressure spectrum models
have been proposed and used for trailing edge noise calcula-
tions with mixed results [9]; however, these models assume ho-
mogenous turbulence in the spanwise and chordwise directions,
a condition which is not satisfied in boundary layers with strong
adverse pressure gradients.

A steady RANS solution can be used to obtain one-point flow
statistics. A synthetic turbulence field, which matches these
flow statistics, can be stochastically generated and used asthe
source term for a Computational Aero-Acoustics (CAA) calcu-
lation. This method is called the Stochastic Noise Generation
and Radiation (SNGR) method. The advantage of this method
is that it can be applied not only to trailing Edge (TE) noise
predictions [6], but also to other aeroacoustic problems, such
as landing gear noise [5]. The main disadvantage of the SNGR
method is the large computational time and memory require-
ments, as it needs to create and store the time varying velocity
fields for use with an LEE solver.

In this paper, a RANS-based Statistical Noise Model (RSNM)
is used to calculate the sound radiated by the trailing edge of a
sharp-edged symmetric strut. The method is unique because it
combines mean flow data from a RANS solution with statistical
models of the turbulence to form acoustic source terms for an
analytical acoustic model. The mean flow data were provided
by three different flow solvers (OpenFOAM, STAR-CCM+ and
Fluent), and the main aim of the paper is to assess the sensitivity
of the acoustic predictions to the RANS solution.

Noise Prediction Method

The noise prediction model is based on a statistical model of
the turbulent velocity cross-spectrum between two points in the
boundary layer (i.e. the noise source) and the use of this in-
formation as an input to a Green’s function solution for airfoil
trailing edge far-field noise [7]. A Computational Fluid Dynam-
ics (CFD) RANS solution is used to calculate the mean veloc-
ity, turbulent kinetic energy and dissipation in the vicinity of
the trailing edge. This information is used to estimate the turbu-
lence cross spectrum, which is used to calculate the noise via a
summation procedure. For brevity, only the final equations are
presented here. For a full derivation of the model see [2].

The power spectral density at an observer positionx in the far
field can be calculated as,

S(x,ω) = ∑
V(y1)

∑
V(y2)

Ψ ΦF(y1)F(y2)dV(y2)dV(y1) (1)

where V(y1) and V(y2) are the volume elements containing the



acoustic sources with vector locationsy1 andy2, respectively,
andΨ = Ψ(y1,y2,ω) andΦ = Φ(y1,y2,ω) are defined as:

Ψ(y1,y2,ω) =
2ρ2

0ωsinφcos2 θ
2

πc0r0(y1)3/2r0(y2)3/2R(y1)R(y2)
(2)

whereρ0 is the density of air,ω is the angular frequency,c0 is
the speed of sound,R is the distance between the source and the
observer, and the angleφ is derived from:

sinφ =
r

√

r2 +(z− z0)2
(3)

where r is the distance from the observer to the trailing edge,
andz− z0 is the distance in the spanwise direction between the
observer and the acoustic source (see Figure 1). The mean flow
functionF(y) is defined as,

F(y) =

{

(Ūr − faŪθ)cos(
1
2

θ0)− ( faŪr +Ūθ)sin(
1
2

θ0)

}

(4)

whereŪ is the mean flow velocity,θ0 is the angle between the
source and the trailing edge plane,fa is an anisotropy factor
( fa = 1 for isotropic turbulence), and

Φ(y1,y2,ω) =
A
√

π
ωs

u2
s exp

(

−|η|2
ℓ2

s

)

exp

(

− ω2

4ω2
s

)

Lz (5)

is the turbulence velocity cross spectrum, whereη = y1 − y2
andA = 1/158 is an empirical parameter (see [2]), and

Lz =

{

2.1Mcc0
ωL if Lz ≤ 1,

1 if Lz > 1.
(6)

whereMc is the convective Mach number of the eddies,ω is the
angular frequency andL is the wetted span of the airfoil. To link
this model to a CFD solution (i.e. RANS calculated turbulence
data), the following definitions are used [11],

us =
√

2k/3, ωs = 2π/τs, τs = cτk/ε, ℓs = cℓk
3/2/ε (7)

wherek is the turbulent kinetic energy,ε is the turbulent dis-
sipation,cℓ = 0.11 andcτ = 0.12U∞ + 0.73, whereU∞ is the
freestream velocity, are semi-empirical parameters, which were
determined based on a series of NACA 0012 cases [2]. To take
into account leading edge back-scattering, the resulting spec-
trum is also multiplied by the multiple-scattering correction of
Howe [8].

RANS Simulation Settings

Figure 1: Geometry of noise generation simulations. This cylin-
drical coordinate system centered at the trailing edge is used in
the definition of the acoustic model

The simulations were run using three different CFD packages,
namely OpenFOAM, STAR-CCM+ and Fluent, each one with
a different mesh and numerical settings and created by differ-
ent individuals. For the OpenFOAM computations, the mesh
had 426,000 cells, with ay+ = 2.34 at the trailing edge. This
resolution was found sufficient to provide a converged solution.
Details of the grid refinement study can be found in [1]. Closure
of the RANS equations was provided by thek−ω SST model
with first order convection. Wall functions were used fork, ω
and for the eddy viscosityνt .

For the Star-CCM+ computations, the mesh consisted of
1,790,681 cells, the turbulence model isk −ω SST with 2nd
order convection, with the Realizability-option set to Durbin-
Scale-Limiter and Low-Reynolds damping modification was
turned on. A Hybrid Wall Treatment (HWT) was used.

For the Fluent computations, the mesh consisted of 460,000
cells, and the turbulent model used was the transitionk−ω SST
with a near-wall treatment model, which combines a two-layer
model with an enhanced wall function. Table 1 provides a sum-
mary of the CFD details. A quantitative grid-refinement study
was not performed for the Fluent and Star-CCM+ computations.

Table 1: Grid properties and wall treatment for all CFD calcu-
lations.

CFD solution No. of cells y+ at TE Wall treatment
Star-CCM+ 1,790,681 1.0 HWT

Fluent 460,000 0.03 wall function
OpenFOAM 426,000 2.34 wall function

Flow Results

To provide a measure of validation, the turbulence intensity (Ti)
and mean velocity profiles obtained from the CFD calculations
are compared to the experimental data of Moreau et. al. [10],
at a location 0.7 mm downstream of the trailing edge. As Fig-
ure 2 shows, the mean velocity profile,U/U∞, is relatively well
predicted by all CFD packages. The Fluent solution shows a
good agreement in the inner boundary layer, but starts to de-
part from the experimental curve aty/c ≈ 0.01, wherec is the
airfoil chord, showing a thinner boundary layer than the exper-
imental profile. The Star-CCM+ mean velocity prediction un-
derpredicts the experimental data fory/c < 0.006, then agrees
very well with the experimental curve for 0.006< y/c < 0.012,
and then departs from the experimental profile, following the
Fluent prediction closely. The OpenFOAM mean velocity pro-
file underpredicts the experimental curve fory/c ≤ 0.02, but
agrees very well with the experimental profile fory/c > 0.02.

Figure 3 shows the turbulence intensity curves. The agree-
ment between CFD and experiment is not as good as for the
mean velocity profiles. Notably, the Star-CCM+ curve under-
predicts the turbulence intensity values, and reaches the free
stream value much sooner than the experiment. Similarly, the
Fluent curve decays much faster than the experimental curve,
and the free stream value is much lower than what is observed
in the experimental data. However, the location and magni-
tude of the peak are well captured. The OpenFOAM prediction
shows the correct magnitude of the peak, but locates it further
out in the boundary layer, and overpredicts the turbulence inten-
sity in the region up toy/c ≈ 0.2, and then underpredicts it for
0.02< y/c < 0.04.

Figure 4 shows the turbulence dissipation (ω) obtained form
the RANS simulations. Since no experimental data are avail-
able for this quantity, the RANS data are compared to each



other. There is good agreement between the Star-CCM+ and
OpenFOAM solutions fory/c ≤ 0.02. The data obtained with
Fluent shows much lower levels than the other two curves for
y/c ≤ 0.005, and then agrees well with the other two curves for
0.005≤ y/c ≤ 0.025.

To evaluate the quality of the RANS solutions, an error estimate
was calculated using using the following expression:

error= 100× 1
N ∑ |φei −φi|

φei
(8)

whereφei andφi are the experimental and numerical values of
a given parameter, respectively, andN = 67 is the number of
samples in the curve. The CFD data were interpolated to match
the sample locations of the experimental curve, and the error
calculation was performed for 0≤ y/c ≤ 0.04. The results are
presented in table 2.

Table 2: Percentage error between experimental and numerical
mean velocity and turbulence intensity at 0.7 mm downstream
of the trailing edge.

CFD solution Ti error (%) U/U∞ error (%)
Star-CCM+ 31.04 4.78

Fluent 34.56 3.53
OpenFOAM 8.29 4.89

The boundary layer thickness,δ, was calculated from the turbu-
lence intensity profiles, and was defined as the location in the
outer boundary layer where:

∂Ti
∂(y/c)

≤ 0.1 (9)

The boundary layer thickness values obtained with this ap-
proach are shown in Table 3.

Table 3: Turbulent-intensity-based boundary layer thickness,δ,
calculated using the turbulence intensity profiles at 0.7 mm
downstream of the trailing edge.

Star-CCM+ Fluent OpenFOAM Moreau et.al.
δ =5.7 mm δ = 6.1 mm δ = 7.9 mm δ = 8.6 mm

Acoustic Results

The RANS data required for RSNM calculations was sampled
in a domain extending one boundary layer thickness upstream
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Figure 2: Mean velocity profiles at 0.7 mm downstream of the
trailing edge.

and downstream of the trailing edge, and of a height of one
boundary layer thickness, as shown in Figure 5. The boundary
layer thickness values used for each RANS solution are shown
in table 3. Each side of the airfoil is assumed to radiate sound
independently of the other, so that the resulting power spectral
densityStotal can be calculated as

Stotal = Sside1 +Sside2 = Sside1 +3dB (10)

Acoustic predictions for the Star-CCM+, Fuent and Open-
FOAM RANS solutions are shown in Figure 6, using two differ-
ent values for the length scale parametercℓ. It can be observed
that there is a difference of up 5 dB in the lower frequencies
between the noise predictions using Fluent and OpenFOAM
data, with the prediction based on Star-CCM+ data falling be-
tween the other two predictions. This difference decreasesas
frequency increases. The differences between the acousticpre-
dictions can be atributed to the differences in the predicted tur-
bulent kinetic energy and dissipation. The higher noise levels
obtained with the OpenFOAM data are due to the higher levels
of turbulent kinetic energy predicted by OpenFOAM in relation
to the other two CFD packages.

The predicted levels are much lower than the levels measured
experimentally when the value ofcℓ = 0.11 is used. This model
coefficient was determined using noise data from a NACA 0012
airfoil, and appears not to be valid for the current case. Better
agreement with experimental data is obtained when a value of
cℓ = 0.25 is used; however, the agreement at the lowest fre-
quencies remains poor. Moreau et. al. [10] suggested that the
sudden change in slope upstream of the trailing edge generates
a sudden change in pressure gradient, giving rise to large turbu-
lent structures responsible for the large low-frequency content
of the spectra. Increasing the value ofcℓ in the model attempts
to take into account these large scale structures on noise gener-
ation. To achieve better agreement across the entire frequency
range, a more sophisticated two-point correlation model for the
turbulent flow statistics is needed and this is the focus of future
work. It should also be noted that the broadband noise com-
ponent centered at 1.5 kHz in the experimental spectrum was
determined to be facility induced by Moreau et. al. [10], hence
the noise model cannot be expected to reproduce this feature.

Summary and Conclusions

A RANS-based noise prediction model (RSNM) has been ap-
plied to a sharp-edged strut with a turbulent boundary layer.
The input data for the model were provided by three different
CFD packages. The turbulence instensity and mean velocity
predicted by the different flow solvers show large differences,
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Figure 3: Turbulence intensity profiles at 0.7 mm downstream
of the trailing edge.



which are reflected in a difference of up to 5 dB between the
different noise predictions. Therefore, it can be concluded that
the model is somewhat sensitive to the RANS input data, and
hence great care needs to be exercised when generating the flow
solution.

Using empirical constants originally determined for a NACA
0012 airfoil, the model under predicted the noise levels. This
could be attributed to the flow over the strut’s trailing edge
containing large turbulent structures that are not presentin the
boundary layer of the more streamlined NACA 0012 airfoil.
The noise predictions can be improved by adjusting the empiri-
cal length scale parametercℓ, which suggests that this parame-
ter has a geometry dependance; however, it appears that a more
sophisticated two-point velocity cross-spectrum model isalso
needed, as the underprediction of the noise spectra may be due
to the particular form of the cross-spectrum model used.

It is also possible that the underprediction of the noise spectra
is related to the large discrepancies between the experimental
and the CFD flow turbulence intensity. This could be verified
by using experimental flow data as input to the model, which
will form the basis of a future study.

Acknowledgments

This work has been supported by the Australian Research Coun-
cil under linkage grant LP110100033 “Understanding and pre-
dicting submarine hydrofoil noise”.

References

[1] Albarracin, C., Doolan, C., Hansen, C. and Brooks, L.,
Turbulent trailing edge noise estimation using a RANS-
based statistical noise model, inProceedings of ACOUS-
TICS 2011, 2-4 November, Gold Coast, Australia, 2011.

[2] Albarracin, C., Doolan, C., Jones, R., Hansen, C., Brooks,
L. and Teubner, M., A RANS-based Statistical Noise
Model for Trailing Edge Noise, inAIAA 18th AIAA/CEAS
Aeroacoustics Conference, Colorado Springs, USA, 2012.

[3] Amiet, R., Noise due to turbulent flow past a trailing edge,
Journal of Sound and Vibration, 47, 1976, 387–393.

[4] Brooks, T., Pope, D. and Marcolini, M., Airfoil self-noise
and prediction, Reference Publication 1218, NASA, 1989.

[5] Dobrzynski, W., Ewert, R., Pott-Pollenske, M., Herr, M.
and Delfs, J., Research at DLR towards airframe noise

0 0.01 0.02 0.03 0.04 0.05
0

1

2

3

4

5

6

7

8x 10
4

y/c

ω
 , 

s−
1

 

 

OpenFOAM
Star−CCM+
Fluent

Figure 4: Turbulence dissipation profiles at 0.7 mm downstream
of the trailing edge.

Figure 5: Sampling domain for acoustic sources.

prediction and reduction,Aerospace Science and Technol-
ogy, 12, 2009, 80–90.

[6] Ewert, R., Appel, C., Dierke, J. and Herr, M., RANS/CAA
based prediction of NACA 0012 broadband trailing edge
noise and experimental validation, in15th AIAA/CEAS
Aeroacoustics Conference , Miami, Florida, 2009.

[7] Ffowcs Williams, J. and Hall, L., Aerodynamic sound
generation by turbulent flow in the vicinity of a scattering
half plane,Journal of Fluid Mechanics, 40, 1970, 657–
670.

[8] Howe, M., Edge-source acoustic Green’s function for an
airfoil of arbitary chord, with application to trailing-edge
noise,Quarterly Journal of Mechanics and Applied Math-
ematics, 1, 2001, 139–155.

[9] Kamruzzaman, M., Lutz, T., Herrig, A. and Kramer, E.,
An approach to RANS based prediction of airfoil trailing
edge far-field noise, inSecond International Meeting on
Wind Turbine Noise, Lyon, France, September, 2007.

[10] Moreau, D., Brooks, L. and Doolan, C., Broadband noise
from sharp-edged struts,J. Acoust. Soc. Am., 129, 2011,
2820–2829.

[11] Morris, P. J. and Farassat, F., Acoustic analogy and alter-
native theories for jet noise prediction,AIAA Journal, 40,
2002, 671–680.

[12] Sandberg, R. D., Jones, L. E. and Sandham, N. D., Di-
rect numerical simulations of noise generated by turbulent
flow over airfoils, in14th AIAA/CEAS Aeroacoustics Con-
ference, Vancouver, British Columbia, Canada, 2008.

10
3

10
4

0

10

20

30

40

50

60

 

 

frequency, Hz

sp
ec

tr
al

 d
en

si
ty

, d
B

/H
z

Moreau et al
OpenFOAM
OpenFOAM
Star−CCM+
Star−CCM+
Fluent
Fluent

Figure 6: Spectral density at 565 mm over the trailing edge.
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