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Abstract

We present a nonparametric method for outlier detection

that takes full account of local variations in intrinsic di-

mensionality within the dataset. Using the theory of Local

Intrinsic Dimensionality (LID), our ‘dimensionality-aware’

outlier detection method, DAO, is derived as an estimator

of an asymptotic local expected density ratio involving the

query point and a close neighbor drawn at random. The

dimensionality-aware behavior of DAO is due to its use of

local estimation of LID values in a theoretically-justified way.

Through comprehensive experimentation on more than 800

synthetic and real datasets, we show that DAO significantly

outperforms three popular and important benchmark outlier

detection methods: Local Outlier Factor (LOF), Simplified

LOF, and kNN.
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1 Introduction

Outlier detection, one of the most fundamental tasks
in data mining, aims to identify observations that
deviate from the general distribution of the data. Such
observations often deserve special attention as they
may reveal phenomena of extreme importance, such as
network intrusions [1], sensor failures [39], or disease [2].

The study of outliers has its origins in the field of
statistics. There exist dozens of parametric statistical
tests that can be applied to detect outliers [9, 18]. Al-
though these tests have shown good performance when
the underlying theoretical assumptions are met, in real-
world applications these assumptions usually do not
hold [35]. This well-known limitation of the parametric
approach has triggered research on unsupervised, non-
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parametric methods for outlier detection, as far back as
the seminal work of Knorr and Ng in 1997 [27]. Non-
parametric approaches make no explicit assumptions on
the nature of the underlying data distribution, but can
estimate some of its local characteristics, such as proba-
bility density at a point of interest. Although nonpara-
metric methods are usually more suitable for real-world
applications due to their flexibility, generally speaking
they lack the theoretical justification that parametric
approaches have enjoyed [47].

The estimates computed by non-parametric meth-
ods for outlier detection usually rely on the distances
from the test point to its nearest neighbors. As such,
these methods are subject to the well-known ‘curse of
dimensionality’ phenomenon, by which the quality of
distance information diminishes as the dimensionality
of the data increases [48], leading to such observable ef-
fects as the concentration of distance values about their
mean [10]. Contrary to what is commonly assumed,
however, most of the challenges associated with high-
dimensional data analysis do not depend directly on the
representational data dimension (number of attributes);
rather, they are better explained by the notion of ‘intrin-
sic dimensionality’ (ID), which can be understood intu-
itively as the number of features required to explain the
distributional characteristics observed within the data,
or the dimension of the surface (or manifold or sub-
space) achieving the best fit to the data. In practice, for
many models of ID, the estimated number of explana-
tory features or surface dimensions is often much smaller
than the dimension of the embedding data space.

Typically, the intrinsic dimension is not uniform
across the whole dataset: applying a model of ID to
subregions of the data (such as the neighborhood of a
query point) almost always produces different results for
each. The added complexity associated with variation
of local ID has the potential to increase the difficulty
of data analysis, thereby resulting in a performance
loss for many similarity-based data mining and indexing
methods [3,7,21,26,48]. For this reason, there has been
considerable recent attention to ‘local’ models of ID as
an alternative to the classic ‘global’ models that seek to
characterize the complexity of the entire dataset.
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In this paper, we focus on a theoretical model
of local complexity, the Local Intrinsic Dimensional-
ity (LID) [19, 20], which was originally motivated by
the need to characterize the interrelationships between
probability and distance within neighborhoods. Unlike
other measures of ID which are formulated as heuristics
for direct use on discrete datasets, LID is a theoretical
quantity for which effective estimators have been devel-
oped [4, 5, 32]. LID has had many recent successes in
data analysis, both theoretical and practical, in areas
such as search and indexing [7, 13], AI and data min-
ing [8, 41], and deep learning [3, 33]. There is empiri-
cal evidence to suggest that outlierness is correlated in
practice with high local intrinsic dimensionality [22].

The main contribution of our paper is the first
known nonparametric method for dimensionality-aware
outlier detection (DAO), one whose formulation we de-
rive as an estimator of an asymptotic local expected
density ratio (ALDR), using the theory of LID. The
dimensionality-aware behavior of DAO is due to its use
of local estimation of LID values in a theoretically-
justified way. Our proposed model will be seen to re-
semble the classic LOF outlier detection criterion [11],
and (even more closely) its very popular simplified vari-
ant, SLOF [43]. However, like all known nonparametric
outlier detection criteria, LOF and SLOF both differ
from our proposed model in that they rely solely on
distance-based criteria for density estimation, without
taking local dimensionality explicitly into account.

Through our theoretical model we gain an under-
standing of the susceptibility of traditional outlier detec-
tion methods to variation in local ID within the dataset.
As a second main contribution, we verify this under-
standing through a comprehensive empirical study (in-
volving a total of more than 800 datasets) of the perfor-
mance of DAO versus three of the most popular and ef-
fective nonparametric outlier detection methods known
to date: LOF, SLOF, and kNN [38]. In particular, we
present visualizations of outlier detection performance
for 393 real datasets, that empirically confirm the ten-
dency of DAO to outperform its dimensionality-unaware
competitors, particularly when the variation of LID val-
ues within a dataset is high (as indicated by measures
of high dispersion or low autocorrelation).

The remainder of this paper is organized as follows.
In Section 2 we discuss related work. In Section 3
we provide background on the LOF and SLOF outlier
detection methods, and the theory of local intrinsic
dimensionality. In Section 4 we derive and theoretically
justify our proposed dimensionality-aware outlierness
model, DAO. We present our experimental setup in
Section 5, and discuss the results in Section 6. Finally,
we present concluding remarks in Section 7.

2 Related Work

Non-parametric approaches for outlier detection [12]
either explicitly or implicitly aim to assess the density
in the vicinity of a query point, such that points with
the lowest densities are reported as the strongest outlier
candidates. The assessment of density can be direct,
or based on distances, or on the ratio of one density
with respect to another. The distance-based DB-outlier
method [27] estimates density in the vicinity of a query
by counting the number of data points contained in a
neighborhood with predefined radius. Conversely, the
k-nearest-neighbor algorithm (kNN) [38] measures the
radius needed so as to capture a fixed number of points,
k. Local outlier detection methods based on density
ratios, such as LOF [11], identify outliers to be those
points having local densities that are small relative to
those of their nearest neighbors.

Many variations of the aforementioned outlier mod-
els have been proposed over the past decades. Some
rely on nonstandard notions of neighborhood, such as
COF (connectivity-based outlier factor) [44], INFLO
(Influenced Outlierness) [24], and others based on re-
verse nearest neighbors [37]. Others estimate the local
density in different ways, such as LDF (Local Density
Factor) [31], LOCI (Local Outlier Integral) [36], and
KDEOS (Kernel Density Estimation Outlier Score) [42].
Yet other variations derive an outlier score from a com-
parison of a local model for the query point to local mod-
els of other data points; these include the local distance-
based outlier detection (LDOF) approach [46], proba-
bilistic modeling of local outlier scores (LoOP) [28], or
meta-modeling of outlierness [29]. A somewhat different
approach is angle-based outlier detection (ABOD) [30],
which bases the degree of outlierness of a query point on
the variance of the angles formed by it and other pairs
of points.

Despite the many variants of the fundamental tech-
niques of non-parametric outlier detection that have ap-
peared over the past quarter century, two classic meth-
ods in particular, LOF and kNN, have repeatedly been
confirmed as top performers or recommended baselines
in larger comparative studies involving local anomaly
detection [12, 16, 17]. None of these methods, however,
take into account the possibility of variation in local
intrinsic dimensionality within the dataset.

3 Background

3.1 Local Outlier Factor. The term ‘local outlier’
refers to an observation that is sufficiently different
from observations in its vicinity. Typical density-based
outlier detection methods consider a point q as a local
outlier if a given neighborhood of q is less dense than
neighborhoods centered at q’s own neighbors, according
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to some criterion. Following this principle, Local Outlier
Factor (LOF) [11] contrasts the local density at q with
the local densities at the members of its k-nearest
neighbor set, NNk(q):

LOFk(q) ≜
1

k

∑
o∈NNk(q)

lrdk(o)

lrdk(q)
,

where the local reachability density (lrd) at point p
is defined in terms of the inverse of an average of so-
called ‘reachability distances’ taken from the k-nearest
neighbors of p:

lrdk(p) ≜

(∑
s∈NNk(p)

reach distk(p ← s)

k

)−1

.

Such a distance is defined as the maximum of the neigh-
bor’s own k-NN distance, k dist(s), and its distance to
p, d(p, s):

reach distk(p ← s) = max{k dist(s), d(p, s)} .

The LOF reachability distance can be regarded as using
the distance between p and its neighbor s by default,
except when s is closer to p than it is to its own k-th
nearest neighbor.

Although the local reachability density of LOF ag-
gregates the contribution of many neighbors to produce
a smoother and more stable estimate, it requires multi-
ple levels of neighborhood computation (for each neigh-
bor o of q, the k-NN distance of each of the neighbors of
o). The Simplified LOF (SLOF) variant [43] avoids one
level of neighborhood computation by using the inverse
k-NN distance in place of the local reachability density:

SLOFk(q) ≜
1

k

∑
o∈NNk(q)

slrdk(o)

slrdk(q)
,

where

slrdk(p) ≜
1

k dist(p)
.

The density of the neighborhood NNk(q) can be
regarded as the ratio between the mass (the number
of points k) and the volume of the ball with radius
k dist(q). In the Euclidean setting, this ratio is pro-
portional to k/(k dist(q))m, where m is the dimension of
the space. slrdk(q) can thus be interpreted as a propor-
tional density estimate that treats k as a constant, and
ignores the dimension of the ambient space, m.

3.2 Local Intrinsic Dimensionality. The Local In-
trinsic Dimensionality (LID) model [20] can be regarded
as a continuous extension of the expansion dimension

due to Karger and Ruhl [26], which derives a measure
of dimensionality from the relationship between volume
and radius in an expanding ball centered at a point of
interest in a Euclidean data domain. Given two mea-
surements of radii (r1 and r2) and volume (V1 and V2),
the dimension m can be obtained from the ratios of the
measurements:

V2

V1
=

(
r2
r1

)m

=⇒ m =
ln(V2/V1)

ln(r2/r1)
.

Early expansion models are discrete, in that they
estimate volume by the number of data points captured
by the ball. The LID model, by contrast, allows data
to be viewed as samples drawn from an underlying
distribution, with the volume of a ball represented by
the probability measure associated with its interior.
For balls centered at a common reference point, the
probability measure can be expressed as a function
F (r) of the radius r, and as such F can be viewed
as the cumulative distribution function (CDF) of the
distribution of distances to samples drawn from the
underlying global distribution. However, it should
be noted that the LID model has been developed
to characterize the complexity of growth functions in
general: the variable r need not be a Euclidean distance,
and the function F need not satisfy the conditions of a
CDF.

Definition 3.1. ([20]) Let F be a real-valued function
that is non-zero over some open interval containing
r ∈ R, r ̸= 0. The intrinsic dimensionality of F at r
is defined as follows, whenever the limit exists:

IntrDimF (r) ≜ lim
ϵ→0

ln (F ((1+ϵ)r)/F (r))

ln(1+ϵ)
.

When F is ‘smooth’ (continuously differentiable) in
the vicinity of r, its intrinsic dimensionality has a closed-
form expression:

Theorem 3.1. ([20]) Let F be a real-valued function
that is non-zero over some open interval containing
r ∈ R, r ̸= 0. If F is continuously differentiable at
r, then

IDF (r) ≜
r · F ′(r)

F (r)
= IntrDimF (r) .

In characterizing the local intrinsic dimensionality
at a query location, we are interested in the limit of
IDF (r) as the distance r tends to 0, which we denote by

ID∗
F ≜ lim

r→0
IDF (r) .

Henceforth, when we refer to the local intrinsic dimen-
sionality of a function F , or of a reference location whose
induced distance distribution has F as its CDF, we will
take ‘LID’ to mean the quantity ID∗

F .
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4 The Dimensionality-Aware Outlier Model

As discussed previously, local outliers can in general
be found by comparing the density of the neighbor-
hood of a point to the densities of the neighborhoods
of that point’s neighbors. Here, we emulate the de-
sign choices of traditional (discrete) density-based out-
lier models using distributional concepts, to produce a
theoretical dimensionality-aware model that treats the
dataset as samples drawn from some unknown under-
lying distribution that is assumed to be continuous ev-
erywhere except (perhaps) at the query location. After
establishing our model, we develop a practical estimator
of outlierness suitable for use on discrete datasets.

4.1 Asymptotic Local Density Ratio. For any
distribution over an isometric representation space, the
volume V (ϵ) of any ball of radius ϵ is the same through-
out the domain. For a suitably small choice of ϵ, we
consider the density at a point p to be the probability
measure Fp(ϵ) associated with its ϵ-neighborhood ball
Bp(ϵ), divided by the volume of the ball, V (ϵ). Note
that in any such density ratio between a test point q
and its neighbor o, the volumes cancel out to produce
the simple ratio Fo(ϵ)/Fq(ϵ). Rather than aggregating
density ratios for a fixed number of discrete neighbors,
we instead reason in terms of the expectation of density
ratios involving a random sample o drawn from Bq(ϵ):

E
o∈Bq(ϵ)

[
Fo(ϵ)

Fq(ϵ)

]
.

In practice, models for outlier detection are faced
with the problem of deciding the neighborhood radius
ϵ, or neighborhood cardinality k. Here, we resolve this
issue by examining the tendency of our density-based
criterion as the ball radius tends to zero, thereby ob-
taining a ratio of infinitesimals. Accordingly, we define
the asymptotic local expected density ratio (ALDR) of
a query point q to be:

ALDR(q) ≜ lim
ϵ→0+

E
o∈Bq(ϵ)

[
Fo(ϵ)

Fq(ϵ)

]
.

Intuitively, an ALDR score of 1 is associated with
inlierness: it indicates that the probability measure
function Fq in the vicinity of the test point q agrees
perfectly with that of its neighbors, in that their (ex-
pected) local probability measures Fo converge to Fq as
o tends to q.

A limit value different than 1 indicates a discon-
tinuity of the neighborhood probability measure at q
relative to its neighbors. Limit values greater than 1
(including the case where ALDR diverges to infinity) are
associated with outlierness in the usual sense of sparse-

ness: they indicate that the test point has a local prob-
ability measure too small to be consistent with those
of its neighbors in the domain. Limit values less than
1 can also be regarded as anomalous, in that they can
be interpreted as an abnormally large concentration of
probability measure at the individual point q. In both
cases, the degree of discontinuity can be regarded as
increasing as the ratio diverges from 1. In this paper,
however, we will be concerned with identifying cases for
which the ALDR score exceeds 1 (sparse outlierness).

4.2 Dimensionality-Aware Reformulation of
ALDR. For the purposes of deriving an estimator of
ALDR, we introduce a minor reformulation. Instead of
taking the radius of the ball Bq to be the same as the
neighborhood radius within which probability measure
is assessed around q and o, we decouple the rates by
which these radii tend to zero. In the reformulation,
the inner limit controls the neighborhood radius, and
the outer limit controls the ball radius.

ALDR′(q) ≜ lim
ϵ→0+

E
o∈Bq(ϵ)

[
lim

γ→0+

Fo(γ)

Fq(γ)

]
.

With this decoupling, we show that we can convert
the ratio of neighborhood probabilities Fo(γ)/Fo(γ) to one
that involves only distances and LID values. Given
a probability value p ∈ [0, 1] and any point o in the
domain, let δo(p) be the infimum of the distance values
r for which Fo(r) = p. This definition ensures that if Fo

is continuously differentiable at δo(p), then Fo(δo(p)) =
p, and the distance function δo is also continuously
differentiable at p.

Theorem 4.1. Let q be a query point. If there exists a
constant c > 0 such that for all o ∈ Bq(c) \ {q},

• Fo is continuously differentiable over the range
[0, c],

• ID∗
Fo

exists and is positive, and

• the limit of δq(p)/δo(p) as p → 0+ either exists or
diverges to +∞,

then

ALDR′(q) = lim
ϵ→0+

E
o∈Bq(ϵ)

[
lim

p→0+

(
δq(p)

δo(p)

)ID∗
Fo

]
.

For the details of the proof, see the full version of
the paper.

4.3 The Dimensionality-Aware Outlierness
Criterion. We now make use of the formulation in
the statement of Theorem 4.1 to produce a practical
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estimate of ALDR′ on finite datasets. For this, we
consider the value of ALDR′ for small (but positive)
choices of the limit parameters ϵ and p.

Following the convention of LOF, SLOF, and other
traditional outlier detection algorithms, the ball radius
can be set to the familiar k-nearest neighbor distance,
ϵ = k dist(q). Similarly, if n is the size of the
dataset, choosing p = k/n would set δq(p) and δo(p) to
the distances at which their associated neighborhoods
would be expected to contain k samples out of n; these
distances can be approximated by the k-NN distances
k dist(q) and k dist(o), respectively. Note that by
fixing k to some reasonably small value, we have the
desirable effect that the probability p tends to zero as
the dataset size n increases.

Given these choices for ϵ and p, the expectation in
the formulation of ALDR′ can be estimated by taking
the average over the k nearest neighbors of q.

Using these approximation choices, we now state
our proposed dimensionality-aware outlierness criterion,
DAO:

(4.1) DAOk(q) ≜
1

k

∑
o∈NNk(q)

(
k dist(q)

k dist(o)

)ÎD∗
Fo

,

where the neighborhood size k is a hyperparameter, and

the LID estimator ÎD∗
Fo

is left as an implementation
choice.

Although DAO is theoretically justified as an esti-
mator of ALDR′ by Theorem 4.1, it also can serve as
an estimator of ALDR. Setting ϵ = δq(k/n), we obtain

ALDR(q) ≈ 1

k

∑
o∈NNk(q)

Fo(δq(k/n))

Fq(δq(k/n))

=
1

k

∑
o∈NNk(q)

Fo(δq(k/n))

Fo(δo(k/n))
,

each term of which can be approximated using the limit
equality stated in Theorem 4.1:

ALDR(q) ≈ 1

k

∑
o∈NNk(q)

(
δq(k/n)

δo(k/n)

)ID∗
Fo

≈ DAOk(q) .

We conclude this section by noting that DAO is
nearly identical to SLOF, with the exception that the
k-NN distance ratio of DAO has exponent equal to the
LID of the neighbor o. In essence, SLOF makes the im-
plicit (but theoretically unjustified) assumption that the
underlying local intrinsic dimensionalities are equal to 1
at every neighbor. We also note that the dimensionality-
aware DAO criterion has a computational cost similar
to that of SLOF whenever a linear-time LID estimator
is employed (such as MLE [4, 32], reusing the k-NN
queries also required to compute the outlier scores).

Table 1: Summary of 393 real datasets, with ranges
showing numbers of features, dataset sizes, and propor-
tions of outliers.
Repository Features Size Outliers Datasets

Campos et al. [12] [5, 259] [50, 49534] [3%, 36%] 15
Marques et al. [34] [10, 649] [100, 910] [1%, 10%] 3
Rayana [40] [6, 274] [129, 7848] [2%, 36%] 11
Goldstein & Uchida [16] [27, 400] [367, 49534] [2%, 3%] 3
Emmott et al. [14] [7, 128] [992, 515129] [9%, 50%] 11
Kandanaarachchi et al. [25] [2, 649] [72, 9083] [1%, 3%] 350

Overall [2, 649] [50, 515129] [1%, 50%] 393

5 Evaluation

We compare DAO against its dimensionality-unaware
counterpart SLOF [43], as well as LOF [11] and
kNN [38], the two models with best overall performance
from the extensive comparative study in [12].

In our experimentation, we employ four different es-
timators of local intrinsic dimensionality: the classical
maximum-likelihood estimator (MLE) [4, 32], tight lo-
cal estimation using pairwise distances (TLE) [5], two-
nearest-neighbor point estimation (TwoNN) [15], and
estimation derived from changes in parametric proba-
bility density after data perturbation (LIDL) [45].

For experiments on synthetic data, we generated
480 datasets consisting of two clusters (c1 and c2)
embedded in R32, with each cluster containing 800 data
points drawn from a standard Gaussian distribution
(µ = 0, Σ = I). Cluster c1 was generated within a
subspace of dimension 8, and cluster c2 within subspaces
of dimensionality varying between 2 and 32. Extreme
points with respect to the clusters were labeled as
outliers. We also make use of 393 real-world datasets
drawn from 6 different repositories for outlier detection,
as summarized in Table 1. Further details can be found
in the full version of the paper.

6 Experimental Results

The following is a summary of our experimental results.
For more details, please see the full version of the paper.

6.1 Comparative Evaluation on Synthetic
Datasets. We begin our analysis with the synthetic
dataset collection, focusing on the relative perfor-
mance between DAO and its 3 dimensionality-unaware
competitors. From Figure 1, one can see that when
both clusters share the same intrinsic dimensionality
(8), DAO and its dimensionality-unaware competitors
perform equally well. However, as the difference in
the dimensionality of the cluster manifolds increases,
the performances of SLOF, LOF, and kNN degrade
noticeably. The experiments also show that of the
various LID-aware variants considered, DAOMLE had
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Figure 1: ROC AUC values for outlier detection perfor-
mance over 480 synthetic datasets containing 2 clusters.
One of the clusters (c1) has intrinsic dimension fixed
at 8. The intrinsic dimension of the other cluster (c2)
varies across the datasets (x-axis). The dashed vertical
line indicates the reference set with both clusters shar-
ing the same intrinsic dimension (8). The results shown
are averages over 30 datasets with the same character-
istics. Bars indicate standard deviation.

consistently superior performance as the dimensionality
of cluster c2 was varied.

Table 2 shows linear regression models fitted to
predict the difference in ROC AUC between DAOMLE

and each dimension-unaware method, as a function of
the difference in the intrinsic dimension of the two
data clusters manifolds. Among these methods, the
greatest degradation of performance is that of kNN.
From the slope of the linear regression, one can see
that on average, the ROC AUC performance of kNN
as compared to DAO decreased by almost 0.01 for each
unit increment in the difference between the dimensions.

These experimental outcomes on synthetic data
confirm the theoretical analysis in Section 4, in that the
performance of SLOF is seen to degrade relative to its
dimensionality-aware variant DAO, as the differences in
the dimensions of the cluster subspaces increase. The
degradation of LOF is slightly less rapid than that of its
close variant SLOF. The performance drop for kNN is
much more drastic, possibly due to its use of absolute
distance thresholds as the outlier criterion. Unlike
unitless ‘local’ methods based on density ratios such
as LOF and SLOF, ‘global’ distance-based methods
such as kNN favor the identification of points from
higher-dimensional local distributions as outliers, due
to the concentration effect associated with the so-
called ‘curse of dimensionality’. This tendency becomes
more pronounced as the relative difference between the
underlying dimensionalities increases.

Table 2: Simple linear regression to predict the
difference in ROC AUC between DAOMLE and
its dimensionality-unaware competitors on synthetic
datasets. The explanatory variable is the absolute dif-
ference between the intrinsic dimensions of the two clus-
ter manifolds. For each, we show the slope m, the p-
value, and the Pearson correlation ρ.

ROC AUC
Regression on the absolute difference
between the IDs of the manifolds

m p ρ
DAO : kNN 0.0099 1e-4 0.806
DAO : SLOF 0.0018 8e-14 0.991
DAO : LOF 0.0013 3e-14 0.992

6.2 Comparative Evaluation on Real Datasets.
In Figure 2, for each of the 393 real datasets, we vi-
sualize the differences in ROC AUC performance be-
tween DAOMLE and the dimensionality-unaware outlier
detection methods. Each colored dot in the scatterplot
represents a single dataset, where blue indicates the out-
performance of DAO relative to its competitor, and red
indicates underperformance. The y-axis indicates the
dispersion R (mean absolute difference) of log-LID val-
ues computed at the data samples [23], and the x-axis
shows their Moran’s I autocorrelation [6].

In Figure 2(a), we compare the performance of
DAO against SLOF. As discussed previously, SLOF
can be seen as a dimensionally-unaware variant of
DAO, which implicitly assumes that the local intrinsic
dimensionality of the test point always equals 1. From
the clear predominance of blue dots, one can see that
ignoring the intrinsic dimension leads to a performance
loss in most cases. When fitting linear regression
to predict the difference in ROC AUC between DAO
and SLOF (Table 3), the dispersion R and the gain
of performance of DAO relative to SLOF are seen to
have a direct relationship, as indicated by the positive
regression slope and Pearson correlation. On the other
hand, an inverse relationship exists between the Moran’s
I autocorrelation and the performance of DAO relative
to SLOF, as seen from the negative regression slope and
Pearson correlation. In other words, as the correlation
decreases between the intrinsic dimension at a query
location and those of its neighbors’ locations, DAO
tends to outperform SLOF by a greater margin.

Overall, the results and major trends are similar
when comparing DAO against LOF in Figure 2(b),
against kNN in Figure 2(c), and even (to a lesser
extent) against an oracle that uses the best-performing
competitor for each individual dataset in Figure 2(d).
Their respective regression analyses, shown in Table 3,
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Figure 2: Differences in ROC AUC performance between DAOMLE and the dimensionality-unaware methods over
393 real datasets. Blue dots indicate datasets where DAO outperforms its competitor, whereas red dots indicate
the opposite. The ‘Oracle’ method indicates the best-performing competitor for each individual dataset. Color
intensity is proportional to the ROC AUC difference. On the x- and y-axis we show the Moran’s I autocorrelation
and dispersion R (mean absolute difference) of log-LID estimates, respectively.

Table 3: Simple linear regression to predict the
difference in ROC AUC between DAOMLE and its
dimensionality-unaware competitors on real datasets.
The explanatory variables are the dispersion R and the
Moran’s I autocorrelation, both with respect to log-LID
values. For each, we show the slope m, the p-value, and
the Pearson correlation ρ.

ROC AUC R (MAD) Moran’s I

m p ρ m p ρ
DAO : kNN 0.059 6e-3 0.14 -0.075 1e-5 -0.21
DAO : SLOF 0.051 4e-12 0.34 -0.021 5e-4 -0.17
DAO : LOF 0.046 5e-6 0.23 -0.016 5e-2 -0.1

lead essentially to the same conclusions as for SLOF. It
is worth noting that kNN exhibits the largest (absolute)
regression coefficients, which is consistent with the
results from the synthetic experiments.

Our experimentation reveals that dimensionality-
aware outlier detection is of greatest advantage when
the dataset has a complex LID profile, as indicated by a
high dispersion (R value) and/or a low autocorrelation
(Moran’s I value). The four scatterplots of Figure 2
all show that the dimensionality-unaware methods are
more competitive when there is less contrast in the
LID values across the dataset — that is, when the
dispersion is low or the autocorrelation is high. Note
that no outlier detection method can be expected to
have perfect performance, as there are multiple factors
that can favor any given model over any other [12].
For example, among the outlier models studied in this
paper, kNN is known to be favored when the dataset
contains many distance-based outliers.

We also summarize the overall results in a criti-
cal distance diagram (Figure 3), which shows the av-
erage ranks of the outlier detection methods with re-
spect to ROC AUC, taken across the 393 real datasets.
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Figure 3: Critical difference diagram (significance level
α = 1e-16) of average ranks of the methods on 393 real
datasets: DAOMLE vs. baseline competitors.

The width of the upper bar (CD) indicates the criti-
cal distance of the well-known Friedman-Nemenyi sta-
tistical test at significance level α = 1e-16. The large
gap between DAO and LOF serves as quantitative
evidence that DAO outperformed its dimensionality-
unaware competitors by a significant margin.

7 Conclusion

In our derivation of DAO via the theoretical LID model,
and its subsequent empirical validation, we have made
the case for a dimensionality-aware treatment of the
problem of outlier detection. The theoretical and
empirical evidence presented in this paper establishes
that conventional, dimensionality-unaware approaches
are susceptible to the variations and correlations in
intrinsic dimensionality observed in most real datasets,
and that the theory of local intrinsic dimensionality
allows for a more principled treatment of outlierness.

Our analyses have shed some light on the fact that
the quality of dimensionality-aware local outlier detec-
tion depends crucially on the properties of the estimator
of LID. Estimators that learn by optimizing an objec-
tive function that favors inliers (such as LIDL), or those
that perform smoothing (such as TLE), should be ei-
ther avoided or used with caution. As our experiment
results suggest, the use of an unsuitable estimator of
LID may introduce errors that may outweight the ben-
efits of dimensionality-aware techniques. It is still an
open question as to which estimators of LIDs lead to the
best outlier detection performance in practice. How-
ever, in our experimentation involving synthetic data,
and the success of DAOMLE against top-performing non-
parametric outlier methods (LOF, SLOF and kNN) on
hundreds of real datasets, we have seen the emergence
of the MLE estimator of LID as a sensible option for
practical outlier detection tasks.
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