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Figure8.6 might be regardedasbeingemittedfrom two differentstates- one
giving rise to the string “rvrvvvvvvvr”, andthena secondgenerating'dtdtt”.
(It might equally be possiblethat no suchdistinction would be made,since
the string of charactergrior to the sectionin the figure is “vdtrvvdrrvvtdr”,
andthe string following is “vtvdtvrrdvvrrddwdrr’.) Eachof the sectionsthen
becomes miniaturecodingproblem—exactly asit is in eachcontect of a PPM
compressiorsystem.

Thebestof theBWT-basedcompressiomechanismareverygoodindeed.
Michael Schindlers [1997] SZIP programcompressethefile bi bl e. t xt to
1.53 bits per character(seethe resultslisted at cor pus. cant er bury. ac.
nz/resul ts/l arge. ht n ), andthe public-domainBZIP2 programof Ju-
lian Seward andJean-lougGailly [SewardandGailly, 1999]is notfar behind,
with a compressiomate 1.67 bits per character (At time of writing, the best
compressiomate we know of for bi bl e. t xt is 1.47 bits per characterob-
tainedby CharlesBloom’s PPMZ program,and reportedto the authorsby
JormaTarhio andHannuPeltola.) Note that the compressioreffectivenessof
BWT systemss influencedby the choiceof block size usedgoing into the
BWT,; in the caseof SZIP, the block sizeis 4.3 MB, whereasBZIP2 usesa
smaller900 kB block size. One commonthemeamongstthese“improved”
BWT implementationss the useof rankingheuristicsthatdiffer slightly from
simple MTF. Chapin [2000] analysesa numberof different ranking mech-
anismsfor BWT compressiongconcludingthat the most effective compres-
sionis achieved by employing a mechanisnthat switchesbetweernwo differ-
entrankers, dependingon the natureof the text beingcompressedVolf and
Willems, 1998]. Deoravicz [2000] hasalsoinvestigatedBWT variants.

Theimplementatiorof BZIP2 dravstogethemary of thethemeghathave
beendiscussedh this sectionandin this book. After theBWT andMTF trans-
formationsthe ranksaresegmentednto “blocklets” of 50 values.Eachblock-
let is thenentrofy codedusingone of six semi-staticminimum-redundanc
codesderived for that block of (typically) 900 kB. The six semi-staticcodes
are transmittedat the beginning of the block, and are chosenby an iterative
clusteringprocesshat seedssix different probability distributions; evaluates
codesfor thosesix distributions; assignseachblockletto the codethat mini-
mizesthe costof transmittingthat blocklet; andthenreevaluatesthe six dis-
tributions baseduponthe ranksin the blockletsassignedo that distribution.
This procesgypically corvergesto afixed point within asmallnumberof iter-
ations;in the codedmessageachblockletis thenprecededy a selectorcode
thatindicateswhich of the six minimum-redundanccodesis beingused.The
useof multiple probabilitydistributionsandthuscodesallows sensitvity to the
natureof thelocalizedprobability distribution within eachsegment;while the
useof semi-statianinimum-redundanccodingallows for quick encodingand



