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Figure8.6might beregardedasbeingemittedfrom two differentstates– one
giving rise to thestring “rvrvvvvvvvr”, andthena secondgenerating“dtdtt”.
(It might equally be possiblethat no suchdistinction would be made,since
the string of charactersprior to the sectionin the figure is “vdtrvvdrrvvtdr”,
andthe string following is “vtvdtvrrdvvrrddvdrr”.) Eachof the sectionsthen
becomesaminiaturecodingproblem– exactlyasit is in eachcontext of aPPM
compressionsystem.

Thebestof theBWT-basedcompressionmechanismsareverygoodindeed.
MichaelSchindler’s [1997] SZIP programcompressesthefile bible.txt to�������

bits per character(seethe resultslisted at corpus.canterbury.ac.
nz/results/large.html), andthe public-domainBZIP2 programof Ju-
lian SewardandJean-loupGailly [SewardandGailly, 1999]is not far behind,
with a compressionrate
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bits percharacter. (At time of writing, the best

compressionratewe know of for bible.txt is
����
��

bits per character, ob-
tainedby CharlesBloom’s PPMZ program,and reportedto the authorsby
JormaTarhioandHannuPeltola.) Note that thecompressioneffectivenessof
BWT systemsis influencedby the choiceof block size usedgoing into the
BWT; in the caseof SZIP, the block sizeis 4.3 MB, whereasBZIP2 usesa
smaller900 kB block size. One commonthemeamongstthese“improved”
BWT implementationsis theuseof rankingheuristicsthatdiffer slightly from
simple MTF. Chapin [2000] analysesa numberof different ranking mech-
anismsfor BWT compression,concludingthat the most effective compres-
sionis achievedby employing a mechanismthatswitchesbetweentwo differ-
ent rankers,dependingon the natureof the text beingcompressed[Volf and
Willems,1998].Deorowicz [2000]hasalsoinvestigatedBWT variants.

Theimplementationof BZIP2 drawstogethermany of thethemesthathave
beendiscussedin thissectionandin thisbook.After theBWT andMTF trans-
formationstheranksaresegmentedinto “blocklets” of
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values.Eachblock-

let is then entropy codedusing one of six semi-staticminimum-redundancy
codesderived for that block of (typically) 900 kB. The six semi-staticcodes
are transmittedat the beginning of the block, andarechosenby an iterative
clusteringprocessthat seedssix differentprobability distributions; evaluates
codesfor thosesix distributions; assignseachblocklet to the codethat mini-
mizesthe costof transmittingthat blocklet; andthenreevaluatesthe six dis-
tributionsbaseduponthe ranksin the blockletsassignedto that distribution.
Thisprocesstypically convergesto afixedpointwithin asmallnumberof iter-
ations;in thecodedmessageeachblocklet is thenprecededby a selectorcode
thatindicateswhich of thesix minimum-redundancy codesis beingused.The
useof multipleprobabilitydistributionsandthuscodesallowssensitivity to the
natureof thelocalizedprobabilitydistribution within eachsegment;while the
useof semi-staticminimum-redundancy codingallows for quickencodingand


