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Abstract

This paper presents an action functional, sample path optimization technique, for formulating and solving nonlinear discrete-time stochastic $H^\infty$ estimation problems. These $H^\infty$ problems are formulated as minimax dynamic games in which the maximizing players are stochastic square summable disturbances, while the minimizing players are the state estimates. Certain action functionals are defined which play the role of information state and its adjoint in converting the minimax game into a fully observable game. Subsequently, a verification theorem is derived.
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1 Introduction

Since the publication of Zames' seminal paper on $H^\infty$ optimization, several approaches have been proposed to extend the techniques of robust design, with respect to unknown disturbances and unmodeled dynamics, to nonlinear stochastic as well as deterministic systems. This generalization leads to a minimax formulation in which the exogenous inputs or disturbances are the maximizing players and the controllers or estimators are the minimizing players. Previous work is formed in [2, 3, 4, 5, 6, 7, 8]. Unfortunately, little work is done in formulating and analyzing stochastic minimax partially observable systems. The difficulty is encountered in identifying the information state. However, under the so-called matching condition which implies that square summable disturbances and color noises are entering the dynamics and observation through the same channel, then an application of certain results from Large Deviation yields an equivalent problem with an exponential pay-off, known as risk-sensitive problem [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. Thus, risk-sensitive measures and large deviations theory offers an indirect method for solving stochastic minimax games under the matching condition. However, since the matching condition is a rather severe requirement for any typical system to satisfy, one would like to remove the matching condition by providing a direct and more general approach in analyzing minimax stochastic dynamic games.

This paper introduces an information state approach in formulating and analyzing stochastic minimax estimation problems, without imposing the matching condition. The adjoint of the information state is also introduced and recursions are derived using dynamic programming.

2 The Minimax Estimation Problem

2.1 Dynamics

Let $(\Omega, \mathcal{F}, P^\omega)$ be a basis probability space on which the state process $x_{[0,N]} \overset{\Delta}{=} \{x_k\}_{k=0}^N$ and the observation process $y_{[0,N]} \overset{\Delta}{=} \{y_k\}_{k=0}^N$ are defined as follows.

$$x_{k+1} = f_y, u(k, x_k, y_k, w_k), \quad x_0 \in \mathbb{R}^n, \quad (1)$$

$$y_k = h_{x, y}(k, x_k, \delta_k, v_k), \quad y_0 \in \mathbb{R}^d, \quad (2)$$

in which $x_0 : \Omega \rightarrow \mathbb{R}^n, w : [0, N - 1] \times \Omega \rightarrow \mathbb{R}^m, v : [0, N] \times \Omega \rightarrow \mathbb{R}^d, n : [0, N] \times \Omega \rightarrow \mathbb{D}^n, \delta : [0, N] \times \Omega \rightarrow \mathbb{D}^d$. Here $w_{[0,N-1]} \overset{\Delta}{=} \{w_k\}_{k=0}^{N-1}, v_{[0,N]} \overset{\Delta}{=} \{v_k\}_{k=0}^N$ are
finite-dimensional independent sequences of random variables, and $\gamma_{[0,N-1]} \triangleq \{ \gamma_k \}_{k=0}^{N-1}$, $\delta_{[0,N]} \triangleq \{ \delta_k \}_{k=0}^{N}$ are square summable disturbances. Assumptions on
the vectors $f_{\gamma,\omega}$, $h_{\sigma,\omega}$ ensuring unique weak solutions are given under Assumptions 2.1.

**Notation 2.1** Let $G_{0,n} = \sigma (x_k, y_k; k = 0, 1, \ldots, n)$ and $G_{n,n} = \sigma (x_k; k = 0, 1, \ldots, n)$ denote the
sigma-algebras generated by the complete and incomplete data, respectively, and denote by $\{ G_{0,k}, \{ G_{0,k}, k \in [0, N] \}$
their complete filtration with respect to $(\Omega, \mathcal{F}, \mathbb{P})$. Let $H$ be a Hilbert space with norm $\| \cdot \|_H$ and denote $\{ Z_{0,k}, k \in [0, N] \}$ a complete filtration with respect to $(\Omega, \mathcal{F}, \mathbb{P})$; define the Banach space of stochastic processes as follows.

$$E_{\mathbb{P}} \left( x_0, m; H \right) = \{ \phi_0, m \} \left( \phi_0, 0 \leq n \leq m \right),$$

$$\phi : [0, m] \times (\Omega, \mathcal{F}) \to H \text{ such that } \phi_n \text{ is an } \mathcal{Z}_{0,n} \text{ measurable random variable on } [0, m] \text{ with}$$

$$\mathbb{E}^\gamma \left( \sum_{k=0}^{m} \| \phi_k \|_H^p < \infty, \ 1 \leq p < \infty \right).$$

For $\phi \in E_{\mathbb{P}}^{\gamma} (k, m; H)$ the norm is defined by $\| \phi \|_{x,p} \triangleq \left( \sum_{k=0}^{m} \mathbb{E}^\gamma \| \phi_k \|_H^p \right)^{\frac{1}{p}}$.

**Assumption 2.1** (i) $X$ is a compact subset of $\mathbb{R}^n$. (ii) $\gamma_{0,0} = 0 \in \mathbb{R}^n$, $\gamma_0$ is unknown deterministic (or random with distribution $d\gamma$) such that $\gamma_0 \in L^2(\Omega)$. (iii) $\gamma_0 : \mathbb{R}^n \to (-\infty, 0], \gamma_0 \in C(\mathbb{R}^n)$, and if $x_0$ is random then $\mathbb{E}^\gamma \| \gamma_0 \|_\infty < \infty$. (iv) $w_{[0,N]} \triangleq \{ w_k \}_{k=0}^{N-1}$ is an $\mathbb{R}^n$-valued independent sequence of random variables with density $\phi_{[0,n]} (w) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} w^2}$, $w \in \mathbb{R}^n$, and $\gamma_{[0,n]} \triangleq \{ \gamma_k \}_{k=0}^{N-1}$ is an $\mathbb{R}^n$-valued independent sequence of random variables with strictly positive density $\phi_{[0,n]} (w) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} w^2}$, $w \in \mathbb{R}^n$, and mutually independent $x_0$, if $x_0$ is a random variable (in $\Omega$) $f_{\gamma,w} : [0, N-1] \times \mathbb{R}^n \times \mathcal{Z}_{0,n} \to \mathbb{R}^n$ is a Borel measurable function such that $f_{\gamma,w} (x, \gamma_0) = f_{\gamma,w} (x, x, \gamma_0) + \sigma_0 (x, \gamma_0)$, and there exists $C > 0$ such that $\| \gamma_n \|_H \geq C \gamma_0 \gamma_n \geq C \gamma_0$. (v) $\gamma_n \in \mathbb{R}^n$ for every $n \in [0, N-1]$. (vi) $\gamma_0 \in \mathbb{R}^n$ is a Borel measurable function such that $h_{\gamma,\sigma} (x, \sigma, \gamma) = h_{\gamma,\sigma} (x, \gamma, \sigma)$, $\sigma, \gamma \in \mathbb{R}^n$, and there exists $C > 0$ such that $\| \gamma_n \|_H \geq C \gamma_0 \gamma_n \geq C \gamma_0$. (vii) $w_{[0,n]} \triangleq \{ w_k \}_{k=0}^{N-1}$ is an $\mathbb{R}^n$-valued independent sequence of random variables. (viii) $h_{\gamma,\sigma} (x, \sigma, \gamma) = h_{\gamma,\sigma} (x, \gamma, \sigma)$, $\sigma, \gamma \in \mathbb{R}^n$, and there exists $C > 0$ such that $\| \gamma_n \|_H \geq C \gamma_0 \gamma_n \geq C \gamma_0$. 

The estimation problem is to determine $\hat{\gamma}^* \in \hat{X}_{[0,N]}$ which impacts

$$J_{\gamma,\sigma} (\hat{\gamma}^* \gamma, \sigma, \gamma^*) = \inf_{\hat{\gamma} \in \hat{X}_{[0,N]}} J_{\gamma,\sigma} (\hat{\gamma}, \gamma^*)$$

subject to the constraints (1), (2).
generated by some admissible \((\gamma, \delta) \in D^\gamma_{(0,N-1)} \times D^\delta_{(0,N)}\) and \(z_0 \in \mathbb{R}^n\), the sample path pay-off functional with respect to \(x_{[1,N]}; y_{[0,N-1]}\) is defined by

\[
\begin{align*}
I^\theta_{0,N}(\hat{x}, \hat{z}, y) &\triangleq E_{w,v} \left\{ p(x_0) + \sum_{k=0}^{N-1} \left[ \lambda(k, x_k, \hat{x}_k) - \frac{1}{\theta} \| \sigma^{-1}(k, x_k) \left(x_{k+1} - f_u(k, x_k, w_k)\right) \|_{\mathbb{R}^n}^2 \right] \right. \\
&\left. - \frac{1}{\theta} \| \eta^{-1}(k, x_k) (y_k - h_v(k, x_k, v_k)) \|_{\mathbb{R}^m}^2 \right\},
\end{align*}
\]

(6)

For a given \(\hat{x} \in \hat{X}_{[0,N-1]}\), let \(y^*(\cdot, \omega), x^*(\cdot, \omega) \in (L^2([0,N-1]; \mathbb{R}^d) \times L^2([1, N]; \mathbb{R}^m))\) denote the most likely sample path associated with the pay-off functional \(I^\theta_{0,N}(\hat{x}, \hat{z}, y)\) defined by

\[
\begin{align*}
\left( y_{[0,N-1]}, z_{[0,N]} \right) \in \text{arg} \sup_{y \in L^2([0,N]; \mathbb{R}^m)} \sup_{x \in L^2([0,N-1]; \mathbb{R}^n)} I^\theta_{0,N}(\hat{x}, \hat{z}, y)
\end{align*}
\]

(7)

Then

\[
\begin{align*}
J^\theta_{0,N}(\hat{x}) &\triangleq \sup_{y \in L^2([0,N]; \mathbb{R}^m)} \sup_{x \in L^2([0,N-1]; \mathbb{R}^n)} I^\theta_{0,N}(\hat{x}, \hat{z}, y)
\end{align*}
\]

\[
= E_{w,v} \left\{ p(x_0) + \sum_{k=0}^{N-1} \left[ \frac{1}{\theta} \| \sigma^{-1}(k, x_k) \left(x_{k+1} - f_u(k, x_k, w_k)\right) \|_{\mathbb{R}^n}^2 \right] \\
- \frac{1}{\theta} \| \eta^{-1}(k, x_k) (y_k - h_v(k, x_k, v_k)) \|_{\mathbb{R}^m}^2 \right\}.
\]

(8)

We shall call \(J^\theta_{0,N}(\hat{x}, \hat{z}, y)\) the action functional associated with (1), (2) and \(y^*(\cdot, \omega), x^*(\cdot, \omega) \in \mathcal{C}([0,N-1]; \mathbb{R}^m) \times \mathcal{C}([1,N]; \mathbb{R}^m)\) the most likely sample paths associated with the observed and unobserved process, respectively, obtained by maximizing the action functional.

2.3 Sample Path Information State and Adjoint

In this section we introduce the sample path information state and its adjoint which we shall use to re-cast the partially observed minimax dynamic game (1), (2), \(I^\theta_{0,N}(\hat{x}, \hat{z}, \gamma, \delta)\) into a fully observed dynamic game.

Definition 2.3 For \(A \triangleq \{ \alpha \in \mathbb{R}^2; \alpha_1 > 0, \alpha_2 \geq 0 \}\) define the spaces

\[
\begin{align*}
\mathcal{B}^\alpha &\triangleq \left\{ p \in C(\mathbb{R}^n); p(x) \leq -\alpha_1 \| x \|_{\mathbb{R}^n}^2 + \alpha_2, \alpha \in A \right\}, \\
\mathcal{B} &\triangleq \left\{ p \in C(\mathbb{R}^n); p(x) \leq -\alpha_1 \| x \|_{\mathbb{R}^n}^2 + \alpha_2, \text{for} \; \alpha \in A \right\},
\end{align*}
\]

\(C_\delta(\mathbb{R}^m) \triangleq \{ p \in C(\mathbb{R}^m); \| p(x) \| \leq k, \text{for some} \; k \geq 0 \}\).

Define the sup pairing on the product space \(\mathcal{B} \times C_\delta(\mathbb{R}^m)\) by

\[
< \pi, \zeta > \triangleq \sup_{x \in \mathbb{R}^n} \left\{ \pi(x) + \zeta(x) \right\}, \; \pi \in \mathcal{B}, \zeta \in C_\delta(\mathbb{R}^m).
\]

For each \(n \in [0, N]\) define the operators \(T^{\gamma, \delta}_n : \mathcal{B} \rightarrow \mathcal{B}, T^{\delta}_n : C_\delta(\mathbb{R}^m) \rightarrow C_\delta(\mathbb{R}^m)\) by

\[
T^{\gamma, \delta}_n(\hat{x}, y) \pi(\cdot) \triangleq \sup_{w \in \mathbb{R}^n} \left\{ \lambda(n, x, \hat{x}_n) - \frac{1}{\theta} \int_{\mathbb{R}^n} \| \sigma^{-1}(n, x) (z - f_u(n, x, w)) \|_{\mathbb{R}^n}^2 \phi_{w_n}(w) \, dw \\
- \frac{1}{\theta} \int_{\mathbb{R}^n} \| \eta^{-1}(n, x)(y - h_v(n, x, v)) \|_{\mathbb{R}^m}^2 \psi_{v_n}(v) \, dv \right\}.
\]

(9)

The adjoint is defined by

\[
T(\hat{x}, y) \xi(\cdot) \triangleq \sup_{z \in \mathbb{R}^n} \left\{ \lambda(n, x, \hat{x}_n) - \frac{1}{\theta} \int_{\mathbb{R}^n} \| \sigma^{-1}(n, x) (z - f_u(n, x, w)) \|_{\mathbb{R}^n}^2 \phi_{w_n}(w) \, dw \\
- \frac{1}{\theta} \int_{\mathbb{R}^n} \| \eta^{-1}(n, x)(y - h_v(n, x, v)) \|_{\mathbb{R}^m}^2 \psi_{v_n}(v) \, dv + \xi(z) \right\}.
\]

(10)

Finally, with respect to the sup pairing \(< \cdot, \cdot >_{\mathcal{B}}\), the above operators satisfy

\[
< T^{\gamma, \delta}_n, \pi >_{\mathcal{B}} = < \pi, T^{\delta}_n \xi >_{\mathcal{B}}, \; \forall \pi \in \mathcal{B}, \xi \in C_\delta(\mathbb{R}^m).
\]

For some \(0 < \theta \leq \theta^*\), and for each fixed observation path \(y(\cdot, \omega) \in \mathcal{C}([0,N]; \mathbb{R}^d)\) and given a fixed state \(z\), let \((x_0 \in \mathbb{R}^n, \gamma \in D^\gamma_{(0,m-1)}, \delta \in D^\delta_{(0,m-1)}\) be the restrictions of \((z_0 \in \mathbb{R}^n, \gamma \in D^\gamma_{(0,N-1)}, \delta \in D^\delta_{(0,N-1)}\) which generate a trajectory which at time \(m\) is \(x_m = z\).

Define the information state \(\pi^{\delta}_m(\cdot) \in \mathcal{B}\) by

\[
\pi^{\delta}_{m}(z) \triangleq \sup_{x \in \mathcal{C}([0,m-1]; \mathbb{R}^n)} \left\{ p(x_0) + \sum_{k=0}^{m-1} [ \lambda(k, x_k, \hat{x}_k) - \frac{1}{\theta} \| \sigma^{-1}(k, x_k) \left(x_{k+1} - f_u(k, x_k, w_k)\right) \|_{\mathbb{R}^n}^2 \\
- \frac{1}{\theta} \| \eta^{-1}(k, x_k) (y_k - h_v(k, x_k, v_k)) \|_{\mathbb{R}^m}^2 ] \right\}.
\]

(11)

This is the cost-to-go from stage \(k = m\) to stage \(k = 0\), in which \(x_m = z\) is optimal.

Theorem 2.1 Consider a fixed sample path \(y(\cdot, \omega) \in \mathcal{C}([0,N]; \mathbb{R}^d)\), \(0 < \theta \leq \theta^*\), and \(\hat{x} \in \hat{X}_{[0,N-1]}\). The information state \(\pi^{\delta}_m(\cdot) \in \mathcal{B}\) satisfies the following recursion:

\[
\pi^{\delta}_m(z) = T^{\gamma, \delta}_{m-1}(\hat{x}_{m-1}, y_{m-1}) \pi^{\delta}_{m-1}(z),
\]

\[
\pi^{\delta}_0(z) = p_0(z), m \in [1, N].
\]

(12)
Proof. Follows from Dynamic programming.

Next, we consider the adjoint information state. For some $0 < \theta \leq \theta^*$, and for each fixed observation path $y(\cdot, \omega) \in \ell^2([0, N]; \mathbb{R}^d)$ and given a fixed state $z$, let $(x_0 \in \mathbb{R}^n, \gamma \in \mathcal{D}(\mathbb{R}^n, \mathbb{R}^d), \delta \in \mathcal{D}(\mathbb{R}^n, \mathbb{R}^d))$ be the restrictions of $(x_0 \in \mathbb{R}^n, \gamma \in \mathcal{D}(\mathbb{R}^n, \mathbb{R}^d), \delta \in \mathcal{D}(\mathbb{R}^n, \mathbb{R}^d))$ which generate a trajectory which at time $m$ is $x_m = z$. Define the state $\zeta^\theta_m(z) \in C_0(\mathbb{R}^n)$ by

$$
\zeta^\theta_m(z) \triangleq \sup_{x \in \ell^2([0, m+1]; \mathbb{R})} \sum_{k=0}^{N-1} \lambda(k, x_k, \hat{x}_k) - \frac{1}{\theta}\|\sigma^{-1}(k, x_k)(x_{k+1} - f_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2 - \frac{1}{\theta}\|\tau^{-1}(k, x_k)(y_k - h_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2
$$

$$
|x_m = z|.
$$

(13)

This is the cost-to-go from stage $k = m$ to stage $k = N$, in which $x_m = z$ is optimal.

Theorem 2.2 Consider a fixed sample path $y(\cdot, \omega) \in \ell^2([0, N]; \mathbb{R}^d)$, $0 < \theta \leq \theta^*$, and $\hat{x} \in \mathcal{X}^\theta([0, N]; \mathbb{R})$. The state $\zeta^\theta_m(\cdot) \in C_0(\mathbb{R}^n)$ satisfies the following recursion.

$$
\zeta^\theta_m(z) = T^\theta(\hat{x}_m, y_m) \circ \zeta^\theta_{m+1}(z), \quad \zeta^\theta_0(z = 0, m \in [0, N - 1].
$$

Proof. Follows from Dynamic programming.

3 An Information State Stochastic Minimax Game

Next, we discuss the invariant property of the pay-off as a function of the information state and its adjoint, with respect to the suppairing.

Corollary 3.1 Consider a fixed sample path $y(\cdot, \omega) \in \ell^2([0, N]; \mathbb{R}^d)$, $0 < \theta \leq \theta^*$, and $\hat{x} \in \mathcal{X}^\theta([0, N]; \mathbb{R})$.

Then the following time-invariant property holds.

$$
< \pi_N >_{\sup} < \pi_m, \zeta_m >_{\sup} = < \pi_0, \zeta_0 >_{\sup},
$$

$$\forall m \in [0, N],
$$

(15)

Proof. Follows from (12), (13).

3.1 Representation of the Pay-Off Functional and Deterministic Optimization

For a fixed observation sample path $y = y(\cdot, \omega) \in \ell^2([0, N - 1]; \mathbb{R}^d)$ and state sample path $x_1(\cdot, \omega) \in \ell^2([0, N]; \mathbb{R}^n)$ generated by an admissible $(\gamma, \delta) \in \mathcal{D}([0, N]; \mathbb{R}^n) \times \mathcal{D}([0, N - 1]; \mathbb{R}^n)$, $x_0 \in \mathbb{R}^n$ and $\hat{x} \in \mathcal{X}([0, N - 1]; \mathbb{R})$, the extremal of the action functional with respect to $x_1([1, N]) \in \ell^2([1, N]; \mathbb{R}^n)$ is given by

$$
I^\theta_{0, N}(\hat{x}, y, z) = \max_{x \in \ell^2([0, m-1]; \mathbb{R})} \max_{z \in \ell^2([0, m]; \mathbb{R})} \sum_{k=0}^{N-1} \lambda(k, x_k, \hat{x}_k) - \frac{1}{\theta}\|\sigma^{-1}(k, x_k)(x_{k+1} - f_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2 - \frac{1}{\theta}\|\tau^{-1}(k, x_k)(y_k - h_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2
$$

Using the definitions of $\pi_m(\cdot), \zeta_m(\cdot)$ we deduce

$$
I^\theta_{0, N}(\hat{x}, y, z) = \max_{x \in \ell^2([0, m]; \mathbb{R})} \sum_{k=0}^{m-1} \lambda(k, x_k, \hat{x}_k) - \frac{1}{\theta}\|\sigma^{-1}(k, x_k)(x_{k+1} - f_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2 - \frac{1}{\theta}\|\tau^{-1}(k, x_k)(y_k - h_k(k, x_k, u_k))\|_{\mathbb{R}^n}^2
$$

(16)

Consistently, we have the following result.

Theorem 3.1 For $\hat{x} \in \mathcal{X}([0, N]; \mathbb{R}), \pi^\theta_m(\cdot) \in \mathcal{B}$ and $\zeta^\theta_m(\cdot) \in C_0(\mathbb{R}^n), m \in [0, N]$, the pay-off functional has the following representation.

$$
J^\theta_{0, N}(\hat{x}) = I^\theta_{0, N}(\hat{x}, y^*, z^*) \triangleq \sum_{y \in \ell^2([0, N-1]; \mathbb{R})} \left\{ < \pi_N >_{\sup} \right\} = \sum_{y \in \ell^2([0, N-1]; \mathbb{R})} \left\{ < \pi_m, \zeta_m >_{\sup} \right\} = \sum_{y \in \ell^2([0, N-1]; \mathbb{R})} \left\{ < \pi_0, \zeta_0 >_{\sup} \right\}, m \in [0, N]
$$

Moreover, the new optimization problem with respect to the admissible states $\hat{x} \in \mathcal{X}([0, N]; \mathbb{R})$ is defined as follows.

$$
J^\theta_{0, N}(z^*) = \inf_{\hat{x}} \sup_{y \in \ell^2([0, N-1]; \mathbb{R})} \left\{ < \pi_N >_{\sup} \right\}
$$

subject to $\pi^\theta_m(z) = T^\theta(\hat{x}_{m-1}, y_{m-1})\pi^\theta_{m-1}(z)$, $\pi^\theta_0(z) = p_0, m \in [1, N].
$$

(18)

Proof. Follow from definition (2.2) and Corollary follows from theorem (2.1).

Remark 3.1 Notice that the stochastic optimization problem is reduced to a completely observable optimization problem, because the pay-off functional is expressed in terms of the information states $\pi, \zeta$.

Definition 3.1 Let $\mathcal{X}([k, m])$ denote the set of state estimators defined on the interval $[k, m]$ which are adapted to the $\sigma-$algebra $\sigma\{\pi^\theta_j; k \leq j \leq m\}$. 1031
For \( \tilde{x} \in \tilde{X}_{p, N-1} \) (e.g., \( \tilde{x}_k = \mu(k, \pi^*_k) \), \( k \in [0, N-1] \)), the new optimization problem is defined as follows.

\[
J^\theta_{0,N}(\tilde{x}^*) \triangleq \inf_{\tilde{x} \in \tilde{X}_{p, N-1}} \sup_{y \in P([0, N-1]): \mathbb{R}^n} \left\{ < \pi_N^* >_{sup} \right\}
\]

subject to

\[
\pi^\theta_m(z) = \mathcal{T}^\theta(\tilde{x}_{m-1}, y_{m-1}) \pi^\theta_{m-1}(z),
\]

\[
\pi^\theta_0(z) = p_0, \quad m \in [1, N].
\]

(20)

Let \( \pi^\theta_m = \pi \) be the state obtained from the recursion (12), using the optimal strategy \((\tilde{x}^*, y^*)\) during the interval \( 0 \leq k \leq m - 1 \), and for \( \pi^\theta_m(\cdot) \in \mathcal{B}, m \in [0, N] \), define

\[
W^\theta(\pi, m) \triangleq \sup_{y \in P([m, N-1]): \mathbb{R}^n} \left\{ < \pi_N^* >_{sup}; \pi^\theta_m = \pi \right\},
\]

(21)

The value function associated with (20) is

\[
W^\theta(\pi, m) = \inf_{\tilde{x} \in \tilde{X}_{p, N-1}} \sup_{y \in P([m, N-1]): \mathbb{R}^n} \left\{ < \pi_N^* >_{sup}; \pi^\theta_m = \pi \right\}.
\]

(22)

By Theorem 3.1 we deduce the following theorem.

**Theorem 3.2** (Dynamic programming equation) For each \( \pi^\theta_m(\cdot) \in \mathcal{B}, \pi^\theta_0(\cdot) \in \mathcal{C}(\mathbb{R}^n), m \in [0, N] \), the value function \( W^\theta(\cdot) \) satisfies the following dynamic programming equation (recursion).

\[
W^\theta(\pi, k) = \inf_{\tilde{x} \in \tilde{X}_{p, N-1}} \sup_{y \in P([m, N-1]): \mathbb{R}^n} \left\{ \mathcal{T}^\theta(\tilde{x}, y) \pi, k + 1 \right\}, \quad k \in [0, N-1],
\]

\[
W^\theta(\pi, N) = < \pi >_{sup}.
\]

(23)

**Proof.** Similar to [20].

### 4 Explicit Solution for Linear Systems

In this section, we consider linear systems and a quadratic pay-off functional to derive solutions to the information state equation, and then to solve the resulting minimax game to deduce in the optimal estimator.

The system dynamics are

\[
x_{k+1} = A_k x_k + \sigma_k y_k + D_k w_k
\]

(24)

\[
y_k = C_k x_k + \eta_k \delta_k + N_k u_k
\]

(25)

and the pay-off functional is:

\[
J^\theta_{0,N} = E^\theta \left\{ \frac{1}{2} (x_0 - \tilde{x}_0) (P_0^{-1}(x_0 - \tilde{x}_0))^T \right\} + \sum_{k=0}^{N-1} \left\{ \frac{1}{2} (x_k - \tilde{x}_k) Q_k (x_k - \tilde{x}_k) + \frac{1}{2\theta} \| \delta_k \|^2 \right\}.
\]

(26)

Where \( (P_0^{-1})' (P_0^{-1}) \geq 0, Q_k = Q_k > 0, k \in [0, N-1], w \in N(0, \Sigma_w), v \in N(0, \Sigma_v), \Sigma_w \geq 0, \Sigma_v > 0 \)

The information state solution is:

\[
\pi^\theta_k = -\frac{1}{2} \delta_k P_k x_k + \delta_k^T \Gamma_k + \frac{1}{2} \delta_k
\]

(27)

Where \( P, \Gamma, \delta \) are given by some recursion equations. The Pay-off is now given by \( J^\theta_{0,N} = \sup_{x_N} \pi^\theta_N(x_N) \)

Thus

\[
x^*_N = \arg \sup_{\tilde{x}_N \in \tilde{X}_p} J^\theta_{0,N}(\tilde{x})
\]

(28)

Then the completely observable problem is linear quadratic. Thus, we can use Dynamic Programming to obtain the explicit expression for the optimal estimator.
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